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The Cybersecurity Engineer (CE) standards outline the requirements and professional guidelines for 
individuals working in roles related to cybersecurity. 

An essential aspect of these newly introduced standards is that they are fundamentally grounded in 
the NIST 2.0 framework. The National Institute of Standards and Technology's 2.0 framework is a 
comprehensive model recognized worldwide that is geared toward mitigating and managing 
cybersecurity risks. 

As Rocheston's CE standards utilize the NIST 2.0 framework as their foundation, they reflect the most 
up-to-date and effective strategies for dealing with cybersecurity threats and risk management. This 
new initiative by Rocheston signifies its commitment to reinforcing the security of digital platforms 
and the promotion of best practices in the field of cybersecurity. 

The Framework Core Functions: GOVERN, IDENTIFY, PROTECT, DETECT, RESPOND, and RECOVER.
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GOVERN (GV) – Establish and monitor the organization’s cybersecurity risk management strategy, 
expectations, and policy. The GOVERN Function is cross-cutting and provides outcomes to inform how 
an organization will achieve and prioritize the outcomes of the other five Functions in the context of its 
mission and stakeholder expectations. Governance activities are critical for incorporating cybersecurity 
into an organization’s broader enterprise risk management strategy. GOVERN directs an 
understanding of organizational context; the establishment of cybersecurity strategy and 
cybersecurity supply chain risk management; roles, responsibilities, and authorities; policies, 
processes, and procedures; and the oversight of cybersecurity strategy. 

IDENTIFY (ID) – Help determine the current cybersecurity risk to the organization. Understanding its 
assets (e.g., data, hardware, software, systems, facilities, services, people) and the related cybersecurity 
risks enables an organization to focus and prioritize its efforts in a manner consistent with its risk 
management strategy and the mission needs identified under GOVERN. This Function also includes 
the identification of improvements needed for the organization’s policies, processes, procedures, and 
practices supporting cybersecurity risk management to inform efforts under all six Functions. 

PROTECT (PR) – Use safeguards to prevent or reduce cybersecurity risk. Once assets and risks are 
identified and prioritized, PROTECT supports the ability to secure those assets to prevent or lower the 
likelihood and impact of adverse cybersecurity events. Outcomes covered by this Function include 
awareness and training; data security; identity management, authentication, and access control; 
platform security (i.e., securing the hardware, software, and services of physical and virtual platforms); 
and the resilience of technology infrastructure. 

DETECT (DE) – Find and analyze possible cybersecurity attacks and compromises. DETECT enables 
timely discovery and analysis of anomalies, indicators of compromise, and other potentially adverse 
cybersecurity events that may indicate that cybersecurity attacks and incidents are occurring. 

RESPOND (RS) – Take action regarding a detected cybersecurity incident. RESPOND supports the 
ability to contain the impact of cybersecurity incidents. Outcomes within this Function cover incident 
management, analysis, mitigation, reporting, and communication. 
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RECOVER (RC) – Restore assets and operations that were impacted by a cybersecurity incident. 
RECOVER supports timely restoration of normal operations to reduce the impact of cybersecurity 
incidents and enable appropriate communication during recovery efforts. 

Organizational Context: The circumstances — mission, stakeholder expectations, and legal, 
regulatory, and contractual requirements — surrounding the organization’s cybersecurity risk 
management decisions are understood.


1. The organizational mission is understood and informs cybersecurity risk management 
2. Internal and external stakeholders are determined, and their needs and expectations regarding 

cybersecurity risk management are understood 
3. Legal, regulatory, and contractual requirements regarding cybersecurity — including privacy and 

civil liberties obligations — are understood and managed 
4. Critical objectives, capabilities, and services that stakeholders depend on or expect from the 

organization are determined and communicated (formerly  
5. Outcomes, capabilities, and services that the organization depends on are determined and 

communicated  

Risk Management Strategy: The organization’s priorities, constraints, risk tolerance and 
appetite statements, and assumptions are established, communicated, and used to support 
operational risk decisions.


1. Risk management objectives are established and agreed to by organizational stakeholders 
2. Risk appetite and risk tolerance statements are determined, communicated, and maintained 
3. Enterprise risk management processes include cybersecurity risk management activities and 

outcomes  
4. Strategic direction that describes appropriate risk response options is established and 

communicated 
5. Lines of communication across the organization are established for cybersecurity risks, including 

risks from suppliers and other third parties 
6. A standardized method for calculating, documenting, categorizing, and prioritizing cybersecurity 

risks is established and communicated   
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7. Strategic opportunities (i.e., positive risks) are identified and included in organizational 
cybersecurity risk discussions 

Cyber supply chain risk management processes are identified, established, managed, 
monitored, and improved by organizational stakeholders.


1. A cybersecurity supply chain risk management program, strategy, objectives, policies, and 
processes are established and agreed to by organizational stakeholders  

2. Cybersecurity roles and responsibilities for suppliers, customers, and partners are established, 
3. communicated, and coordinated internally and externally  
4. Cybersecurity supply chain risk management is integrated into cybersecurity and enterprise risk 

management, risk assessment, and improvement processes  
5. Suppliers are known and prioritized by criticality 
6. Requirements to address cybersecurity risks in supply chains are established, prioritized, and 

integrated into contracts and other types of agreements with suppliers and other relevant third 
parties 

7. Planning and due diligence are performed to reduce risks before entering into formal supplier or 
other third-party relationships 

8. The risks posed by a supplier, their products and services, and other third parties are identified, 
recorded, prioritized, assessed, responded to, and monitored over the course of the relationship  

9. Relevant suppliers and other third parties are included in incident planning, response, and 
recovery activities  

10.Supply chain security practices are integrated into cybersecurity and enterprise risk management 
programs, and their performance is monitored throughout the technology product and service life 
cycle 

11.Cybersecurity supply chain risk management plans include provisions for activities that occur after 
the conclusion of a partnership or service agreement 

Cybersecurity roles, responsibilities, and authorities to foster accountability, performance 
assessment, and continuous improvement are established and communicated.


1. Organizational leadership is responsible and accountable for cybersecurity risk and fosters a 
culture that is risk-aware, ethical, and continually improving 
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2. Roles, responsibilities, and authorities related to cybersecurity risk management are established, 
communicated, understood, and enforced 

3. Adequate resources are allocated commensurate with cybersecurity risk strategy, roles and 
responsibilities, and policies  

4. Cybersecurity is included in human resources practices 

Organizational cybersecurity policies, processes, and procedures are established, 
communicated, and enforced.


1. Policies, processes, and procedures for managing cybersecurity risks are established based on 
organizational context, cybersecurity strategy, and priorities and are communicated and enforced  

2. Policies, processes, and procedures for managing cybersecurity risks are reviewed, updated, 
communicated, and enforced to reflect changes in requirements, threats, technology, and 
organizational mission  

Oversight: Results of organization-wide cybersecurity risk management activities and 
performance are used to inform, improve, and adjust the risk management strategy.


1. Cybersecurity risk management strategy outcomes are reviewed to inform and adjust strategy and 
direction 

2. The cybersecurity risk management strategy is reviewed and adjusted to ensure coverage of 
3. organizational requirements and risks 
4. Organizational cybersecurity risk management performance is measured and reviewed to confirm 

and adjust strategic direction 

Asset Management: Assets (e.g., data, hardware software, systems, facilities, services, people) 
that enable the organization to achieve business purposes are identified and managed 
consistent with their relative importance to organizational objectives and the organization’s 
risk strategy.


1. Inventories of hardware managed by the organization are maintained 
2. Inventories of software, services, and systems managed by the organization are maintained 
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3. Representations of the organization’s authorized network communication and internal and 
external network data flows are maintained 

4. Inventories of services provided by suppliers are maintaine 
5. Assets are prioritized based on classification, criticality, resources, and impact on the mission 
6. Inventories of data and corresponding metadata for designated data types are maintained 
7. Systems, hardware, software, and services are managed throughout their life cycle 

Risk Assessment: The organization understands the cybersecurity risk to the organization, 
assets, and individuals.


1. Vulnerabilities in assets are identified, validated, and recorded 
2. Cyber threat intelligence is received from information sharing forums and sources 
3. Internal and external threats to the organization are identified and recorded 
4. Potential impacts and likelihoods of threats exploiting vulnerabilities are identified and recorded 
5. Threats, vulnerabilities, likelihoods, and impacts are used to determine risk and inform risk 

prioritization 
6. Risk responses are chosen from the available options, prioritized, planned, tracked, and 

communicated  
7. Changes and exceptions are managed, assessed for risk impact, recorded, and tracked  
8. Processes for receiving, analyzing, and responding to vulnerability disclosures are established 
9. The authenticity and integrity of hardware and software are assessed prior to acquisition and use 

Improvement: Improvements to organizational cybersecurity risk management processes, 
procedures and activities are identified across all Framework Functions.


1. Continuous evaluation is applied to identify improvements 
2. Security tests and exercises, including those done in coordination with suppliers and relevant third 

parties, are conducted to identify improvements 
3. Lessons learned during execution of operational processes, procedures, and activities are used to 

identify improvements 
4. Cybersecurity plans that affect operations are communicated, maintained, and improved  
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Identity Management, Authentication, and Access Control: Access to physical and logical assets 
is limited to authorized users, services, and hardware, and is managed commensurate with the 
assessed risk of unauthorized access.


1. Identities and credentials for authorized users, services, and hardware are managed by the 
organization  

2. Identities are proofed and bound to credentials based on the context of interactions  
3. Users, services, and hardware are authenticated 
4. Identity assertions are protected, conveyed, and verified 
5. Access permissions, entitlements, and authorizations are defined in a policy, managed, enforced, 

and reviewed, and incorporate the principles of least privilege and separation of duties 
6. Physical access to assets is managed, monitored, and enforced commensurate with risk 

Awareness and Training: The organization’s personnel are provided cybersecurity awareness 
and training so they can perform their cybersecurity-related tasks.


1. Users are provided awareness and training so they possess the knowledge and skills to perform 
general tasks with security risks in mind     

2. Individuals in specialized roles are provided awareness and training so they possess the 
knowledge and skills to perform relevant tasks with security risks in mind 

Data Security: Data is managed consistent with the organization’s risk strategy to protect the 
confidentiality, integrity, and availability of information.


1. The confidentiality, integrity, and availability of data-at-rest are protected 
2. The confidentiality, integrity, and availability of data-in-transit are protected 
3. Data is managed throughout its life cycle, including destruction  
4. The confidentiality, integrity, and availability of data-in-use are protected  
5. Backups of data are created, protected, maintained, and tested  

Platform Security: The hardware, software (e.g., firmware, operating systems, applications), 
and services of physical and virtual platforms are managed consistent with the organization’s 
risk strategy to protect their confidentiality, integrity, and availability.
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1. Configuration management practices are applied    
2. Software is maintained, replaced, and removed commensurate with risk  
3. Hardware is maintained, replaced, and removed commensurate with risk  
4. Log records are generated and made available for continuous monitoring  
5. Installation and execution of unauthorized software are prevented 
6. Secure software development practices are integrated and their performance is monitored 

throughout the software development life cycle 

Technology Infrastructure Resilience: Security architectures are managed with the 
organization’s risk strategy to protect asset confidentiality, integrity, and availability, and 
organizational resilience.


1. Networks and environments are protected from unauthorized logical access and usage 
2. The organization’s technology assets are protected from environmental threats  
3. Mechanisms are implemented to achieve resilience requirements in normal and adverse situations  
4. Adequate resource capacity to ensure availability is maintained  

Continuous Monitoring: Assets are monitored to find anomalies, indicators of compromise, 
and other potentially adverse events.


1. Networks and network services are monitored to find potentially adverse events  
2. The physical environment is monitored to find potentially adverse events 
3.   
4. Personnel activity and technology usage are monitored to find potentially adverse events 
5. External service provider activities and services are monitored to find potentially adverse events  
6. Computing hardware and software, runtime environments, and their data are monitored to find 

potentially adverse events 

Adverse Event Analysis: Anomalies, indicators of compromise, and other potentially adverse 
events are analyzed to characterize the events and detect cybersecurity incidents.
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1. Potentially adverse events are analyzed to better understand associated activities 
2. Information is correlated from multiple sources 
3. The estimated impact and scope of adverse events are determined 
4. Information on adverse events is provided to authorized staff and tools  
5. Cyber threat intelligence and other contextual information are integrated into the analysis 
6. Incidents are declared when adverse events meet the defined incident criteria  

Incident Management: Responses to detected cybersecurity incidents are managed.


1. The incident response plan is executed once an incident is declared in coordination with relevant 
third parties  

2. Incident reports are triaged and validated 
3. Incidents are categorized and prioritized 
4. Incidents are escalated or elevated as needed 
5. The criteria for initiating incident recovery are applied 

Incident Analysis: Investigation is conducted to ensure effective response and support 
forensics and recovery activities.


1. Analysis is performed to determine what has taken place during an incident and the root cause of 
the incident 

2. Actions performed during an investigation are recorded and the records’ integrity and provenance 
are preserved 

3. Incident data and metadata are collected, and their integrity and provenance are preserved 
4. The incident’s magnitude is estimated and validated 

Incident Response Reporting and Communication: Response activities are coordinated with 
internal and external stakeholders as required by laws, regulations, or policies.


1. Internal and external stakeholders are notified of incidents 
2. Information is shared with designated internal and external stakeholders  
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Incident Mitigation: Activities are performed to prevent expansion of an event and mitigate its 
effects.


1. Incidents are contained 
2. Incidents are eradicated 

Restore assets and operations that were impacted by a cybersecurity incident.


1. The recovery portion of the incident response plan is executed once initiated from the incident 
response process 

2. Recovery actions are determined, scoped, prioritized, and performed 
3. The integrity of backups and other restoration assets is verified before using them for restoration 
4. Critical mission functions and cybersecurity risk management are considered to establish post- 

incident operational norms 
5. The integrity of restored assets is verified, systems and services are restored, and normal operating 

status is confirmed 
6. The criteria for determining the end of incident recovery are applied, and incident-related 

documentation is completed 

Incident Recovery Communication: Restoration activities are coordinated with internal and 
external parties.


1. Recovery activities and progress in restoring operational capabilities are communicated to 
designated internal and external stakeholders 

2. Public updates on incident recovery are properly shared using approved methods and messaging 

How to Implement Cybersecurity Framework? 
Implementing the National Institute of Standards and Technology (NIST) Cybersecurity Framework 
within an organization will require various strategic steps. Here is a detailed step-by-step guide on 
how to do it: 

Step 1: Understanding the NIST Framework
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The first step is to wisely comprehend the NIST framework. It is a set of best practices, guidelines, and 
standards that aid in managing cybersecurity-related risks. The main elements of the NIST framework 
are functions, categories, subcategories, and informative references. Being conversant with these 
elements will help streamline the implementation process. 

Step 2: Assemble the Team


A successful implementation plan requires the input of a cross-functional team. The team should 
consist of the representative from various departments such as IT, human resources, operations, legal, 
and finance. This is because implementing the NIST framework is not just a technological step but also 
a business decision, hence involving all sectors is paramount. 

Step 3: Establish Risk Management Policy


The organization should establish a comprehensive risk management policy outlining its risk appetite, 
tolerance, and strategies. This policy should be aligned with business objectives and should drive the 
implementation of the NIST Framework. Embedding cybersecurity in a band of organizational culture 
and policy can help assure ongoing attention and resources. 

Step 4: Identify Systems, Assets, Data, and Capabilities


Make a comprehensive inventory and document all systems, software, data, and other capabilities 
associated with your IT infrastructure. Identify the critical systems and sensitive data that require 
special protection. This step is essential in understanding what you need to protect when a cyber threat 
occurs. 

Step 5: Determine Current Risk Posture


Conduct a comprehensive risk assessment to determine the current cybersecurity risk posture of your 
organization. Understand your vulnerabilities, threats, and risks that your organization faces. This 
comprehensive risk assessment will serve as a baseline for implementing the NIST framework. 
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Step 6: Set Desired Outcomes


The NIST framework categorizes outcomes in sectors like protect, detect, respond, and recover. Setting 
these desired outcomes helps your team focus on what they should accomplish. This will also help in 
developing risk mitigation strategies. 

Step 7: Develop an Implementation Plan


Use the current understanding of the cybersecurity risk and the desired outcomes to develop an action 
plan. The plan should outline how the organization will achieve the desired goals.   

Step 8: Select Appropriate Security Controls


From the NIST special publication 800-53, which provides a list of security controls, choose those that 
align with your organization’s risk management strategy and compliance requirements. 

Step 9: Implementation of Security Controls


Implement the selected security controls and monitor their ability to protect critical assets. This can 
involve configuring hardware and software, developing cybersecurity policies, and training. 

Step 10: Continuous Monitoring


Implement a continuous monitoring strategy to ensure that security controls remain effective over 
time. Regular reviews and updates will help your organization remain adaptive to emerging cyber 
threats. 

Step 11: Communicate


Communication is crucial in this process. All stakeholders should be informed about the 
implementations, challenges, and successes. This helps to ensure everyone understands the 
importance of cybersecurity and their roles in maintaining it. 
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Step 12: Review and Improve


Periodically review and evaluate the effectiveness of the implementation to ensure its alignment with 
the business objectives. Pinpoint areas for improvement and make adjustments where necessary. 

Remember, implementing the NIST framework is hence not a one-time process but rather an ongoing 
one that requires continuous adaptation and improvement. 
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RCCE  
CERTIFICATION 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The Rocheston Cybersecurity Engineer (RCCE) certification is an esteemed recognition for cybersecurity 
engineers that was developed by Rocheston, a cutting-edge training and certification company. This 
global certification evaluates the candidate's ability to design, manage, operate, and troubleshoot a 
secure IT environment, reflecting his/her proficiency in critical security skills and knowledge.  

This certification covers several topics related to cybersecurity, including cybersecurity essentials, 
network and system penetration testing, cybersecurity scenario analysis, fields of cryptography, threat 
intelligence, and many more. This extensive course content moulds an individual into a skilled 
cybersecurity expert by exceedingly broadening their skill set, making them adept at handling various 
cybersecurity threats and challenges. 

The RCCE certification aims to integrate the latest advancements in cybersecurity, becoming an up-to-
date measure to validate the skills and knowledge of cybersecurity professionals. The certification also 
ensures that the certified professionals are up-to-date with the latest cybersecurity trends and 
technologies, including artificial intelligence and blockchain, keeping them ahead in the rapidly 
developing technology world. 

Mapping the RCCE certification to the National Institute of Standards and Technology (NIST) 
Cybersecurity Framework, it adheres well to its five core functions. The framework includes Identify, 
Protect, Detect, Respond, and Recover - these functions offer a high-level, strategic perspective of an 
organization’s management of cybersecurity risk. 

1. Identify: This function involves developing an organizational understanding to manage 
cybersecurity risk to systems, assets, data, and capabilities. RCCE certification trains individuals to 
understand the company's risk management and prioritize the issues accordingly. 
   
2. Protect: The Protect Function supports the ability to limit or contain the impact of a potential 
cybersecurity event. RCCE focuses heavily on strategies and techniques to protect critical systems and 
information from cybersecurity threats. 

3. Detect: RCCE professionals are trained to apply the latest tools and techniques to detect anomalies 
and incidents as quickly as possible. Their knowledge will help identify the potential vulnerabilities in 
a system and the potential threats it may face. 
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4. Respond: In the event of a cybersecurity breach, RCCE professionals are trained to create an 
actionable plan to respond to the incident. They're also equipped with the ability to assist in incident 
response planning and testing, ensuring a quicker recovery. 

5. Recover: RCCE certification also involves training on post-incident recovery. The professionals learn 
how to develop and implement plans to restore affected systems and things back to normal. 

6. Govern: This includes the strategy, policies, and procedures to manage and monitor regulatory, 
legal, risk, environmental, and operational requirements. The RCCE certification ensures an individual 
understands the necessity of governance in cybersecurity and its role in an organization's overall risk 
management approach.  

The certification's comprehensive syllabus includes facets of governance, such as principles of 
corporate governance, cybersecurity policy issues, roles and responsibilities in a cybersecurity 
framework, and legal considerations around information security. It prepares them to understand and 
adapt to federal and industry laws and regulations regarding cybersecurity, along with the ability to 
implement cybersecurity principles in alignment with an organization's strategic goals and objectives. 

Through this integration of governance in the RCCE certification, the professionals are prepared to 
handle critical cybersecurity infrastructure while complying with the necessary legal and regulatory 
standards. They become adept at managing cybersecurity risks in a harmonious manner considering 
all the aspects - operational, legal, and environmental in the governing framework. This well-rounded 
understanding of all aspects, including governance, is definitely a unique highlight of the RCCE 
certification. 
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RCCE® CERTIFICATE 
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CYBERSECURITY 
GOVERNANCE  

Establish and monitor the organization’s cybersecurity risk management strategy, expectations, and 
policy.

Rocheston CE Standards           24



ORGANIZATIONAL CONTEXT 
Organizational Context (GV.OC): The circumstances — mission, stakeholder expectations, and legal, 
regulatory, and contractual requirements — surrounding the organization’s cybersecurity risk 
management decisions are understood. 

The organizational mission is understood and informs 
cybersecurity risk management 
Effective cybersecurity governance relies heavily on the understanding and implementation of the 
organizational mission. This essentially forms the bedrock of all the strategies and plans put in place to 
manage cybersecurity risks within the organization.  

The organizational mission is the statement that defines the purpose or goal of the company. It 
becomes the guiding light that provides a pathway for all strategic decisions and actions. In the 
context of cybersecurity, the mission dictates the standards, values, and measures that the 
organization adopts in protecting its digital assets.  

For a comprehensive cybersecurity risk management approach, the organizational mission is pivotal. It 
influences the identification, assessment and prioritization of potential vulnerabilities and threats. The 
mission helps the organization understand what it considers as risks and what it deems as acceptable 
risk levels. For instance, a financial institution's mission might stress data protection and client trust, 
calling for robust cybersecurity measures. A tech start-up, meanwhile, might consider innovation and 
speed as core mission tenets, thus adopting a more risk-tolerant cybersecurity strategy. 

While formulating cybersecurity policies and security controls, organizations often look to align with 
their mission. These could include defining user access privileges, implementing firewalls or anti-virus 
software, data encryption, routine audits, and incident response mechanisms. 

Furthermore, when communicating to stakeholders such as investors, customers, employees, or 
regulatory authorities, having an organizational mission that considers cybersecurity is crucial. It 



showcases the organization’s commitment to ensuring security, thus boosting confidence and 
credibility.  

Keeping the organizational mission as the guiding principle also aids in driving employee behavior 
and actions. It enables staff to understand their roles and responsibilities in maintaining cybersecurity. 
A cybersecurity-conscious culture can be built around this mission, empowering employees to play 
their part in risk management, from practising good password hygiene to identifying phishing 
attempts. 

In essence, the organizational mission underpins and informs cybersecurity risk management. It plays 
a significant role in determining the scope and depth of security measures executed, and drives a 
holistic approach to managing potential threats and vulnerabilities. Bearing the mission in mind 
allows the organization to stay true to its purpose while advancing in its cybersecurity journey.  

However, it's important to remember that just having a cybersecurity-inclusive mission statement isn’t 
enough. The mission must be understood by everyone across the organization. To ensure this, the 
organization must invest in periodic training and awareness programs, and foster open 
communication channels, thereby ensuring that the mission doesn’t remain a mere statement but is 
translated into day-to-day cybersecurity practices. 

Internal and external stakeholders are determined, and 
their needs and expectations regarding cybersecurity risk 
management are understood 
Internal stakeholders typically refer to individuals or groups within an organisation who have a vested 
interest in the security of the organisation's information assets. They can include everyone from senior 
management and board members, to employees in IT, human resources, legal, finance, and 
operations departments.  

A chief information security officer (CISO) or chief security officer (CSO), for example, will have critical 
responsibilities regarding cybersecurity risk management. From developing and implementing 
comprehensive strategic plans to protect sensitive data, to keeping up-to-date with changing 
cybersecurity threats and ensuring the company's security policies and procedures remain robust, 



their expectation is that the organization remains secure and that cybersecurity measures don't hinder 
operational efficiency. 

On the other hand, the internal marketing or human resources departments might be more concerned 
about how cybersecurity policies affect their ability to engage with customers, personnel data 
protection or the ease of use of digital systems.  

External stakeholders, meanwhile, can include any individual, group, or organization outside of the 
company with an interest or concern about the company's cybersecurity practices. They can run the 
gamut from customers, partners, and suppliers, to regulatory authorities, industry bodies, and even 
the general public. 

For instance, regulatory authorities such as the GDPR in Europe or the CCPA in California are primarily 
concerned about how well an organization is safeguarding personal data and their ability to respond 
to potential data breaches. These stakeholders anticipate compliance with regulations and timely 
communication about cybersecurity issues. 

Customers, another crucial external stakeholder, anticipate secure transactions and the safe handling 
of their personal data. They rely on businesses to protect their sensitive information from potential 
cyber threats and expect transparency about how their data is being used and stored. 

Suppliers and business partners might be concerned about the protection of shared data and 
integrated systems, expecting the organization to provide them with adequate information about 
potential cyber threats that could affect mutual operations. 

Understanding these diverse needs and expectations is a crucial part of cybersecurity governance. 
Through regular communication, training, and engagement practices, organizations can align their 
cybersecurity policies and procedures with these expectations, fostering greater trust and 
collaboration with all their stakeholders. They can create a robust risk management strategy that not 
only addresses potential cybersecurity threats but also minimizes disruption to the organization and 
its stakeholders. 



Legal, regulatory, and contractual requirements regarding 
cybersecurity — including privacy and civil liberties 
obligations — are understood and managed 
The realm of cybersecurity governance is intricate and multi-faceted as it directly deals with sensitive 
and crucial information, but it is also governed by a number of legal, regulatory, and contractual 
obligations. These requirements include privacy laws, civil rules, and liberties to ensure appropriate 
management and protection of data. Understanding these obligations is fundamental to an effective 
cybersecurity governance strategy. 

Legal requirements are statutory obligations that must be met to avoid potential litigation or 
penalties. In terms of cybersecurity, this predominantly includes laws related to data protection, 
information security, breach notification, and cybercrime. For instance, laws such as the General Data 
Protection Regulation (GDPR) in Europe and the California Consumer Privacy Act (CCPA) in the United 
States have been enacted to protect user's personal information. They require organizations to take 
considerable measures to secure data and promptly report any data breaches. Non-compliance with 
such laws may lead to penalties or legal actions. 

Regulatory requirements differ from legal obligations, as they are not enacted by legislation, but 
instead come from industry-specific bodies or associations, such as financial or health sectors. An 
example is the Health Insurance Portability and Accountability Act (HIPAA) which sets the standard for 
protecting sensitive patient data. They require entities to safeguard electronic protected health 
information. 

Contractual requirements in cybersecurity are obligations agreed upon between two or more parties. 
These contracts detail the information to be protected, who has access, how it can be used, and the 
consequences of mishandling. Any violation could lead to severe repercussions including termination, 
penalties, or litigation. Clear and robust cybersecurity terms in contracts go a long way in preventing 
misunderstandings and ensuring good data handling practices. 

Moreover, privacy is a fundamental human right recognized in the UN Declaration of Human Rights, 
the International Covenant on Civil and Political Rights, and in many other international and regional 
treaties. Privacy laws are a subset of the broader field of data protection laws. In the context of 



cybersecurity, the right to privacy means the right of an individual or organization to self-determine 
what personal information they want to share, the security of said information, and with whom this 
information can be shared. 

Civil liberties obligations in cybersecurity strive to secure the rights of individuals and organizations 
against overreach by governments, service providers, or other entities. They aim to protect from unfair 
actions and ensure privacy, freedom of speech, and protection from unreasonable searches and 
seizures online. 

Managing these multifaceted obligations requires a comprehensive understanding of the landscape. 
Every entity must apply a risk-based approach to cybersecurity, regularly reviewing and updating its 
practices to ensure compliance. Training and awareness programs for employees, comprehensive and 
up-to-date policies, regular audits, and incident response plans are some of the many steps to 
effectively manage these requirements in the field of cybersecurity governance. 

Critical objectives, capabilities, and services that 
stakeholders depend on or expect from the organization are 
determined and communicated 
In the realm of cybersecurity governance, it is fundamental for organizations to accurately identify and 
communicate the critical objectives, capabilities, and services that various stakeholders rely on or 
expect. This process entails a multifaceted approach towards mapping out organizational and 
information security targets, as well as the requisite resources and services that are necessary for 
meeting these objectives. This includes delineating the key policies, procedures, and mechanisms that 
bolster and fortify the organization's cybersecurity infrastructure. 

Critical objectives in cybersecurity governance refer to the overarching targets that the organization 
seeks to achieve. These could encompass goals such as safeguarding sensitive data, maintaining 
system integrity, ensuring continual service delivery, mitigating cybersecurity risks, and adhering to 
regulatory requirements. These objectives should be explicit, measurable, attainable, relevant, and 
time-bound, also known as SMART objectives. 



The capabilities, on the other hand, refer to the operational strengths that an organization needs to 
meet its cybersecurity objectives. These capabilities could include technical know-how, human 
resources, efficient processes, latest technologies, training programs for employees, and a strong 
cybersecurity culture within the organization. They should provide the organization with all the 
necessary tools, resources, and skills to combat cyber threats and vulnerabilities effectively. 

Services in this context are elements of the organization’s operations that are essential in achieving 
the identified objectives. They comprise measures and actions that mitigate risks and enhance the 
cybersecurity posture of the organization. These services might include threat intelligence, risk 
assessment, penetration testing, security audits, incident response, data encryption, and user training. 

Crucial to this process of defining objectives, capabilities, and services is the task of communication. 
Stakeholders - including employees, customers, partners, investors, and regulators - must be briefed 
about these elements, as they have a vested interest in the organization's cybersecurity plan. 
Communication can take place through various routes: organizational channels, meetings, workshops, 
training sessions, and policy documents. This ensures that all stakeholders understand their roles and 
responsibilities, have a clear vision of the organization's cybersecurity strategy, and are aligned 
towards achieving the defined objectives. 

Through proper determination and communication of critical objectives, capabilities, and services, an 
organization can foster a robust cybersecurity governance framework. This, in turn, enables the 
stakeholders to fulfill their expectations, equips the organization to counter cyber threats, and ensures 
its reputation, financial performance, and legal compliance are sustained. 

Outcomes, capabilities, and services that the organization 
depends on are determined and communicated 
In the context of cybersecurity governance, determining and communicating the outcomes, 
capabilities, and services that the organization depends on are critical to ensuring the resilience and 
continuity of business operations in the wake of potential cyber threats.  

Outcomes are the end results the organization expects from its cybersecurity initiatives. These may 
include enhanced resilience against cyber threats, prevention of data breaches, protection of critical 



information systems and client data, and maintenance of trust among stakeholders. These outcomes 
are typically aligned with the organization's overall business objectives, such as customer satisfaction, 
revenue generation, regulatory compliance, and reputation management. They are determined by the 
top management, with input from IT and cybersecurity teams, and communicated across the 
organization to ensure understanding and commitment at all levels. 

Capabilities refer to the set of knowledge, skills, and resources the organization possesses to achieve 
these outcomes. This typically includes the technical expertise of cybersecurity personnel, the 
sophistication of cybersecurity technology and tools, the robustness of IT infrastructure, and the 
organization's ability to stay abreast with the latest cyber threats and solutions. These capabilities are 
assessed through comprehensive audits, penetration tests, and vulnerability assessments, and used to 
guide the development and implementation of cybersecurity strategies. 

Services that the organization depends on are the set of critical functions and processes that must be 
protected against cyber threats. These can include customer databases, network systems, payment 
gateways, corporate emails, data storage, proprietary software, and other online services. Identifying 
these services involves mapping all IT assets of the company and understanding the potential impact 
of their disruption on business operations. It is also crucial to communicate this information to all 
users of these services, from employees and departments to vendors and contractors, so they can 
actively contribute to their protection. 

The determination and communication of these outcomes, capabilities, and services are crucial for 
promoting a cybersecurity culture in the organization, strengthening cyber defenses, and facilitating 
swift and effective responses to cyber incidents. They allow every stakeholder to gain a clear 
understanding of what is expected of them and what resources are available to them in the face of 
cyber threats. This not only promotes accountability and collaboration but also fosters adaptability and 
resilience, enabling the organization to navigate the rapidly evolving landscape of cybersecurity. 

Cybersecurity governance is an essential aspect of any organization's operating context. It refers to the 
methods, routines, and practices an organization uses to manage its cybersecurity strategies, risk 
management procedures, and decision-making processes. In the context of an organization, it sets the 
foundation for defining roles, responsibilities, processes, and metrics.  



The organizational context refers to the environment or setting in which cybersecurity governance is 
applied. This includes the culture, operational procedures, and structures of the organization. 
Organizational context is vital in understanding the realities that may impact the implementation and 
effectiveness of cybersecurity governance. In other words, to successfully govern cybersecurity within 
an organization, understanding the organization's context is necessary to customize the strategies 
according to its unique needs and challenges.  

Thus, in the organizational context, cybersecurity governance involves the development of policies 
ensuring that everyone in the organization understands their role in preserving cybersecurity. At the 
same time, it also includes the establishment of plans to handle potential security threats or incidents 
effectively. 

A complete list of elements in the context of cybersecurity governance in an organizational setting 
includes: 

1. Cybersecurity Policies: Documented standards or rules which direct how the organization 
conducts its operations ensuring maximum security. 

2. Data Protection: Practices that an organization uses to protect its sensitive data from 
unauthorized usage, leak, or theft. 

3. Risk Management: The systematic process of identifying, assessing, and controlling threats to 
the organization's digital assets. 

4. Security Operations: The actions taken by an organization to prevent, detect, respond to and 
recover from cyberattacks. 

5. Incident Response Plan: A detailed plan on how to identify, respond to, and recover from a 
potential security breach. 

6. Training and Awareness: Regular training sessions and educational programs to help 
employees understand their role in preserving cybersecurity and react appropriately during a cyber 
attack. 



7. Regulatory Compliance: Meeting the legal and industrial standard requirements such as GDPR, 
ISO 27001, etc. 

8. Governance Structure: The framework outlining the roles, responsibilities, and reporting 
structures between different units handling cybersecurity. 

9. Internal Audit: Regular assessments of the cybersecurity measures established to identify gaps 
and areas for improvements. 

10. Vendor Management: Ensuring that third-party providers comply with the organization's 
cybersecurity standards. 

11. Cyber Insurance: Protection cover for the financial losses the organization would incur due to 
cyber threats. 

12. Disaster Recovery/ Business Continuity Plan (BCP): Ensuring the organization's operations 
can continue even during a major security incident. 

13. Cybersecurity Budgeting: Allocating sufficient financial resources for implementing and 
upgrading cybersecurity measures. 

14. Technology Infrastructure: The structure and design of an organization's IT infrastructure that 
plays a critical part in its overall cybersecurity posture.  

15. Cybersecurity Metrics: Measuring the performance of cybersecurity initiatives to evaluate their 
success and areas of improvement. 

RISK MANAGEMENT STRATEGY 



Risk Management Strategy (GV.RM): The organization’s priorities, constraints, risk tolerance and 
appetite statements, and assumptions are established, communicated, and used to support 
operational risk decisions. 

Risk management objectives are established and agreed to 
by organizational stakeholders 
Risk management, within the context of cybersecurity, is the process of identifying, assessing, 
controlling, and mitigating threats that are related to digital assets. These risks could be related to 
accidental breaches, deliberate unauthorized activities, and other operational activities that could 
impact the confidentiality, accessibility, and integrity of the system and the data it holds. The objectives 
of risk management are defined and approved by organizational stakeholders, ensuring alignment 
with the business strategy and context. This includes understanding the organization’s strategic 
objectives, its risk appetite, and the costs and benefits of managing cyber risks. 

The primary aim of any risk management strategy is to protect the organization and its ability to 
perform their mission, not just its IT assets. Therefore, the objectives should incorporate a range of 
business and programmatic considerations, along with the technology-focused solutions. Going 
beyond this, the stakeholders setup detailed objectives depending on the type, magnitude and 
complexity of the risks the organisation faces. These objectives might include protecting sensitive 
customer data, ensuring business continuity, maintaining a strong reputation, achieving regulatory 
compliance, or preventing financial loss. 

Stakeholders, in this context, can include senior management, board of directors, employees, 
customers, suppliers, regulators, and others who have an interest, or stake, in the organization. These 
members are responsible for agreeing upon and establishing the risk management objectives. They 
examine the organization's internal and external environment and identify potential risks. They also 
understand the severity of the consequences should these risks materialize.  

Clear and well-documented objectives guide the development of a risk management strategy and the 
subsequent actions. They define the acceptable level of risk and assist in making informed decisions 
regarding the prioritization of risk mitigation efforts based on potential impacts on the organization 
and its operations. Moreover, the objectives provide a framework for reporting back to stakeholders, 



ensuring they remain informed about the ongoing adequacy and effectiveness of the risk 
management plan. 

Ensuring that the risk management objectives are established and agreed upon by organizational 
stakeholders also contributes to a culture of shared responsibility. This secures buy-in from all parts of 
the organization and increases the likelihood that risk management efforts will be successful. 
    

Risk appetite and risk tolerance statements are determined, 
communicated, and maintained 
Risk appetite and risk tolerance statements have a significant role in forming the foundations of a 
cybersecurity risk management strategy. Both concepts are essential in steering the decision-making 
process towards risk identification, evaluation, treatment, and monitoring. Proper determination, 
communication, and maintenance of risk appetite and tolerance statements provide clearer directions, 
foster intra-organizational coherence and enhance systematic consistency. 

The risk appetite is comprehensive, covering the broad amount of risk an organization is willing to 
accept in pursuit of its objectives. The nature of risk appetite is often strategic. For instance, a firm with 
a high risk appetite might choose to operate in environments known for heightened cybersecurity 
threats (like introducing cutting-edge, less-tested technologies) if the potential rewards are highest. 
The risk appetite statement should be dynamic, reflecting changes in business strategy, market 
conditions, technology or regulatory environment. 

The risk appetite statement must be articulated clearly, reflecting the organization's perspectives on 
risk. In this statement, it should articulate the kinds of risks the organization is willing to take, the 
extent of its risk tolerance, and factors influencing these risk decisions. This clarity ensures consistency 
in risk-taking activities across the organization. 

In contrast, risk tolerance is much more focused, quantifiable and tangible. It involves the acceptable 
level of outcome variance that an organization is willing to bear. In cybersecurity, it could be expressed 
via specific parameters like a certain number of false positives/negatives in intrusion detection, 
specific downtime duration, or recoverable monetary loss amount. Highly specific statements 



regarding risk tolerance are a necessary tool to aid in the understanding and quantification of an 
organization's risks. 

Risk tolerance statements similarly need to be communicated effectively throughout the organization. 
The clarity ensures that everyone understands the boundaries and constraints within which they 
should operate. Clear risk tolerance statements provide the foundation for designing internal controls, 
setting performance metrics and for measuring and responding to risk. 

Maintenance of risk appetite and tolerance is an ongoing process, keeping up with the rapid changes 
in the cybersecurity landscape. Through regular reviews and updates, organizations can ensure that 
these statements remain relevant and effective. This maintenance should consider changes in the risk 
landscape due to regulatory changes, threat advancement, or shifts in strategic business objectives. 

Furthermore, the maintenance process should include a feedback loop from all stakeholders to 
understand the effectiveness and relevance of the existing statements – ensuring it is not a top-down 
process. The risk appetite and tolerance levels should be embedded in regular reporting to provide 
transparency on risk developments. 
    

Enterprise risk management processes include cybersecurity 
risk management activities and outcomes  
Enterprise risk management (ERM) is a process designed to identify and prepare for hazards that could 
interfere with a company's operations and objectives. One crucial component of ERM is cybersecurity 
risk management, an increasingly important area given the rise of digital technologies and the 
associated threats they bring. The cybersecurity risk management activities intersect with general risk 
management processes, providing a comprehensive strategy to safeguard the enterprise from the 
various cyber risks. 

The process starts by identifying and categorizing cybersecurity risks associated with the organization's 
operations. Risk identification encompasses the evaluation of technology being used, the data that 
requires protection, and the potential vulnerabilities in the systems. Methods such as penetration 
testing and vulnerability assessments are often employed to discover weak spots. 



Similarly, risk categorization involves arranging identified threats into distinct groups based on their 
nature, source, or potential impact. This step enables organizations to prioritize resources and security 
measures according to the categorized risks. Cyber threats often classified into groups like malware 
attacks, phishing attacks, insider threats, or denial-of-service attacks. 

The next stage in the cybersecurity risk management process is risk assessment, which involves 
analyzing the likelihood and potential impact of the identified risks. Different methodologies can be 
adopted for cyber risk evaluation, including Qualitative Assessment (using scenarios or 
questionnaires) or Quantitative Assessment (employing statistical or numerical data). The objective is 
to create a risk matrix that maps the likelihood of incidents against their potential impact, enabling 
organizations to focus on high-likelihood, high-impact threats. 

Once cybersecurity risks are identified and assessed, the next part is risk treatment. This phase often 
considers four actions: accepting the risks (in inherent low impact circumstances), mitigating the risks 
(strengthening the cybersecurity practices), transferring the risks (through cyber insurance), and 
avoiding the risks (by avoiding certain operations or activities). The risk treatment strategies could also 
include the implementation of security controls, policies, and procedures designed to manage cyber 
threats effectively. 

Furthermore, monitoring and reviewing is an ongoing phase that ensures the implemented measures 
are functioning as expected, and the risk landscape is regularly scanned for new threats. Continuous 
surveillance and reviews adjust current risk management practices considering new vulnerabilities, 
threat vectors, legal requirements, and business changes. 

Lastly, communication is another integral aspect of a cybersecurity risk management process. 
Informing stakeholders about the risks and how they are being managed helps create a culture of risk-
awareness. This culture promotes proactive behavior across the organization. 

In essence, enterprise risk management processes, including cybersecurity risk management 
activities, must be comprehensive, ongoing and flexible to adapt to the ever-evolving threat 
landscape. Through collaboration and integration of efforts, organizations can bolster their defences 
significantly and maintain resilience against cyber threats. 



Strategic direction that describes appropriate risk response 
options is established and communicated 
A strategic direction that characterizes suitable risk response options entails the creation, 
establishment, and communication of coordinated approaches that will guide the identification, 
assessment, and resolution of cybersecurity threats. This strategic direction is crucial in managing 
cyber threats and preventive measures within an organization, essentially incorporating cybersecurity 
risk management strategy. 

The strategic direction commences with the identification of the organization's critical assets, their 
intrinsic vulnerabilities, and potential threats. This initiative sets the ground for informed cybersecurity 
strategies, inclusively identifying potential risks and vulnerabilities within an organization's 
information architecture. For instance, crucial organizational resources such as servers, networks, data 
bases and human resources are evaluated for any inherent flaws that may expose the entity to 
cybersecurity risk. 

Further, the strategy involves the segmentation of identified risks in order to assign appropriate 
response measures. Each risk is evaluated based on its potential impact on the organization’s 
operations, reputation, compliance obligations, and overall business performance. High-impact 
threats typically receive immediate attention and are accurately communicated to all relevant parties, 
ensuring every stakeholder is aware of the current threat environment. 

The strategy development process also includes defining risk response options such as risk 
acceptance, risk avoidance, risk mitigation, and risk transfer. These responses are determined by 
assessing the severity of the risk, the cost implications of the response, and the potential impact on 
business operations.  

Risk acceptance involves understanding the potential risks but choosing not to address them 
immediately due to their low severity or high cost of remedy. Risk avoidance is the exact opposite, 
where the organization completely eliminates the possibility of the risk by discontinuing the 
associated activities. Risk mitigation involves implementing controls to reduce the risk level, whereas 
risk transfer involves passing on the risk to another party, for instance, through insurance. 



The communication aspect of the strategic direction ensures that the enlisted risk-response options are 
well-understood by all pertinent parties. The communication process often takes advantage of various 
channels such as briefing sessions, training programs, email communications, guideline documents, 
and even an intranet portal where threat updates are posted in real time. It’s essential that this process 
is continuous and consistent to guarantee the organization’s preparedness and resilience against 
cybersecurity threats. 

The underlying objective of such a strategic direction is to equip organizations with a proactive risk 
management approach. Not only does this approach safeguard the organization's crucial data and 
systems, but also it aligns its security measures with business needs and compliance standards, thus 
underpinning business continuity and resilience in an era of ever-evolving cybersecurity threats. 
Lines of communication across the organization are established for cybersecurity risks, including risks 
from suppliers and other third parties 
    

Lines of communication across the organization are 
established for cybersecurity risks, including risks from 
suppliers and other third parties 
Cybersecurity risk management is a complex and multifaceted challenge that necessitates active 
involvement from all parties within an organization. The establishment of effective lines of 
communication across the entire organization for cybersecurity risks - involving not only internal 
personnel but also suppliers and other third parties - is a crucial component of an effective risk 
management strategy. 

The establishment of consistent and clear lines of communication about cybersecurity across the 
organization fundamentally means creating a structured network that ensures information on cyber 
threats and risk awareness is adequately disseminated. Various departments, including IT, HR, 
operations, finance, and the Board, should be involved. This inclusive range of actors emphasizes that 
cybersecurity is not purely a technical issue but a significant business risk and strategic concern.  

Recognizing this principle, effective communication lines will facilitate information exchange among 
departments. Regular meetings, briefings, and updates on potential cyber threats should be 



encouraged. An awareness program that includes staff training, online materials, and communication 
activities is also recommended to educate employees about the potential risks. 

Communicating cybersecurity risks from suppliers and other third parties is of particular concern. With 
businesses relying heavily on third-party vendors for services and products, it's possible that 
cybersecurity threats could infiltrate the organization from these external sources. This necessitates 
continuous communication with third parties about their cybersecurity protocols, risk assessments, 
and management strategies. 

Organizations should strive to build strong relationships with their suppliers based on mutual trust 
and transparency. This should involve defining clear expectations regarding cybersecurity 
management, ensuring contract agreements include clauses that emphasize adherence to security 
guidelines, and conducting periodic audits to verify compliance. Furthermore, communication 
channels should be active and open to report any security incident quickly. 

Another approach is to form strategic alliances with other businesses to share intelligence about 
cybersecurity threats. Such collaborations can lead to improved insights about emerging risks and 
trends in the cyber landscape that would benefit threat predictions and proactive risk management. 

The organization might also establish Incident Response Teams (IRTs). These teams are typically 
responsible for communicating about and creating response plans for potential cybersecurity 
incidents. This includes documenting incidents, assessing the risk, developing action plans, and 
communicating these plans with the appropriate parties both within and outside the organization. 

A standardized method for calculating, documenting, 
categorizing, and prioritizing cybersecurity risks is 
established and communicated 
In the context of a comprehensive cybersecurity Risk Management Strategy, maintaining a 
standardized method for calculating, documenting, categorizing, and prioritizing cybersecurity risks 
constitutes a crucial element. Devised strategies govern how an organization identifies, analyzes, and 
responds to cyberspace threats, mitigating potential ramifications on its infrastructure, operations, and 
overall growth. 



The process initiates with calculating cybersecurity risks, which involves estimating the potential loss 
or damage an organization could suffer in the event of a security breach or attack. This evaluation 
encompasses both tangible (financial loss, damage to infrastructure) and intangible (reputation, 
customer trust) elements. Industry-standard risk assessment methodologies such as OCTAVE, FAIR, or 
NIST's Risk Management Framework may be leveraged to evaluate the risk magnitude accurately and 
consistently across various scenarios.  

At the heart of cyber risk quantification are two essential concepts: the likelihood that a cyber event 
will occur and the potential impact. A multi-dimensional analysis considering diverse parameters such 
as the current threat landscape, existing vulnerabilities, the potential scale of the impact, and the 
efficiency of current security measures can be instrumental. Gap analysis might be incorporated to 
highlight potential areas of threat exposure that might have been overlooked. 

Documentation of these risks plays a prime role in maintaining transparency, allowing for easy 
reference in future assessment scenarios, and aiding in effective communication throughout the 
organization. It facilitates a comprehensive understanding of the risk landscape and continually 
updated threat indices. Using a centralized document control system or a dedicated risk management 
platform ensures that all risk findings, including their details, date of identification, person 
responsible, and recommended countermeasures, are systematically noted and readily accessible.  

Categorization aids in classifying these cybersecurity risks based on their source, type, magnitude, or 
impact level. Categories can be broadly expanded into areas such as technical risks (originating from 
software or hardware failures), human risks (stemming from user error or malicious insider activity), 
and organizational risks (such as non-compliance to regulations or lack of formal processes). Diverse 
risk categorization schemas or frameworks may be utilized, with NIST's Special Publication 800-30 
serving as a viable starting point. 

Prioritizing these risks ensures that an organization allocates its resources effectively. Risk scoring 
systems, like the Common Vulnerability Scoring System (CVSS), provide quantitative measures that aid 
in the objective prioritization of identified risks, ensuring that areas that can inflict the most 
substantial damage or disruption receive immediate attention. 



These standardized methods and processes should be effectively communicated to all stakeholders by 
deploying various mediums like meetings, workshops, training sessions, circulars, or reports. 

Strategic opportunities (i.e., positive risks) are identified 
and included in organizational cybersecurity risk 
discussions 
The complex nature of cybersecurity demands a proactive and strategic approach, which involves not 
just identification and mitigation of threats, but also the careful examination of potential 
opportunities, or positive risks. These strategic opportunities refer specifically to scenarios which, 
although contingent on certain risks, can produce considerable advantages that foster innovation, 
efficiency, and growth within the organization.  

Incorporation of strategic opportunities into organizational cybersecurity risk discussions requires 
systematic planning and a dynamic risk management strategy that is adaptable to changing 
organizational goals and cybersecurity landscapes. It broadens the conventional risk management 
focus from merely avoiding or reducing negative impacts to leveraging positive risks for technical 
excellence, economic gain, and competitive advancement. 

To begin with, identifying strategic opportunities entails thorough risk analysis. By mapping out 
existing and potential cybersecurity threats, organizations can invigorate their risk strategies by 
turning identified risks into new security features or enhancement. For instance, adopting a cloud-
based cybersecurity solution might involve risks such as data loss or service interruption, but it also 
opens the opportunity for cost-saving, increased data accessibility, and better cross-organizational 
collaboration. 

Next, these positive risks should be included in overall organizational risk discussions, where various 
stakeholders can provide insights and feedback. A multidisciplinary approach to these discussions 
facilitates comprehensive understanding of the opportunities and how they can be productively 
adopted into the organization’s cybersecurity posture. Conversations within these forums might look 
at strategic opportunities from different perspectives, such as financial, technical, regulatory, and 
operational. The objective is to build a balanced risk profile that sufficiently addresses cybersecurity 
threats and embraces strategic opportunities. 



Integration of strategic opportunities into cybersecurity risk strategies can also take the form of 
automation and Artificial Intelligence (AI) against cyber threats. While automation and AI bring the risk 
of cyber-attacks getting more sophisticated, they also offer the opportunity to enhance cyber risk 
detection, enable faster containment of threats, and improve upgrading of security protocols. 

Moreover, these identified opportunities can have a positive influence on an organization's staff. 
Employee training programs can be implemented to develop advanced skills that not only protect 
against threats but also take advantage of strategic opportunities, thereby leading to continuous 
learning, growth, and enhanced job satisfaction. 

Organizational leadership plays an essential role in driving the strategic opportunity identification and 
integration process, transforming a risk-averse culture to one that weighs and accepts risks as part of 
its journey towards development. Through a combination of effective governance, clear 
communication, and robust collaboration, potential opportunities can be identified, appreciated, and 
capitalized on in the realm of cybersecurity risk management. 

A risk management strategy is a systematic approach to managing and identifying potential risks that 
could hinder the organization's objectives. This strategy aims to minimize the occurrence of cyber-
attacks by implementing tactics such as constant monitoring, implementing safeguards, and regular 
audits. 

Together, these two concepts work to ensure that an organization maintains a high level of data 
integrity and security against cyber threats. 

Here's a detailed breakdown of the aspects involving cybersecurity governance and risk management 
strategy: 

1. Risk Assessment: Identifying, evaluating, and prioritizing potential risks. 

2. Risk Mitigation: Implementing procedures and controls to minimize the impact of the identified 
risks. 



3. Monitoring and Reporting: Keeping an eye on the working of security systems and reporting 
issues promptly. 

4. Disaster Recovery Planning: Developing plans to quickly resume operations in case of a 
significant cyber attack or digital disaster. 

5. Vulnerability Assessment: Conducting regular assessments to identify any potential 
vulnerabilities in the system. 

6. Regular Audits: Routinely evaluating security measures to ensure that they are effective and up-
to-date.  

7. Business Continuity Planning: Maintaining systems and procedures that will keep the 
business running even in the event of a security breach or failure. 

8. Insurance: Procuring specific insurance policies for potential cybersecurity incidents. 

SUPPLY CHAIN RISK MANAGEMENT 

Cyber supply chain risk management processes are identified, established, managed, monitored, and 
improved by organizational stakeholders. 

A cybersecurity supply chain risk management program, 
strategy, objectives, policies, and processes are established 
and agreed to by organizational stakeholders  
Supply Chain Risk Management (SCRM) in cybersecurity involves a variety of strategic procedures, 
policies, and processes that seek to safeguard an organization's data against cyber threats across all its 
supply chain operations. This elaborate program is structured in harmony with all the stakeholders, 
with a common agreement to ensure cyber threats are mitigated efficiently, thereby safeguarding the 
integrity of data and overall productivity. 



Primarily, the SCRM program establishes broad strategies that are meticulously designed to anticipate 
potential cyber risks involved within the supply chain operations. This entails the design and 
implementation of stringent cybersecurity measures that create a layered defense system, ensuring 
the security of the supply chain ecosystem. The strategies may include tools for threat analysis, secure 
development, testing and acquisition procedures, and post-deployment security practices such as 
patching and updating. 

The program also incorporates the establishment of clear objectives. These objectives can be specific, 
measurable, achievable, relevant, and time-bound to comprehensively define what the SCRM intends 
to accomplish. They typically include the prevention of data breaches, maintenance of data 
confidentiality, integrity, and availability throughout the supply chain process, and the deterrence of 
cyber threats. 

Moreover, the SCRM program implements prevalently enforced policies. These are the regulations and 
rules under which the organization’s supply chain must operate, ensuring a safe cyber environment. 
The policies provide guidelines for every individual involved in the supply chain process, detailing 
their responsibilities and obligations so that every activity aligns with the organization's cybersecurity 
standpoint. They might cover areas such as reporting measures for suspected security incidents, access 
control, authentication practices, encryption, backup policies, and requirements for regular staff 
training and awareness sessions on cybersecurity. 

Furthermore, the program establishes a slew of critical processes as part of the SCRM. These processes 
define the procedures necessary for the identification, evaluation, and mitigation of security risks 
associated with the organization's supply chain. Rigorous risk assessment, routine security audits, 
compliance checks, robust incident response plans, and recovery procedures constitute the processes 
aimed at safeguarding the supply chain from cyber threats. 

Ultimately, every aspect of the cybersecurity SCRM program is agreed upon by the organization's 
stakeholders. These stakeholders, both internal and external, commit to the designated strategies, 
objectives, policies, and processes and ensure their effective implementation. Their commitment 
reflects cooperation at every level of the organization, creating an environment that promotes a 
comprehensive approach to cybersecurity. 



By carefully implementing and maintaining this type of SCRM program, an organization can not only 
nullify potential cyber threats but also foster trust, reliability, and loyalty among its stakeholders, 
offering them unbroken assurance of their data integrity and confidentiality.     

Cybersecurity roles and responsibilities for suppliers, 
customers, and partners are established, 

communicated, and coordinated internally and externally  
The advent of digital transformation is accompanied by an increase in cybercrime globally. This reality 
necessitates the consideration of cybersecurity in supply chain risk management. Organizations must 
incorporate strong cybersecurity measures in their supply chain management with specific roles and 
responsibilities outlined for suppliers, customers, and partners and coordinating these roles internally 
and externally. 

For Suppliers:  

Suppliers play a crucial role in an organization's supply chain and significantly impact the 
cybersecurity framework. When suppliers have access to the organization's systems, data, or networks, 
they potentially open a vulnerability point that cybercriminals can exploit. Therefore, suppliers are 
tasked with building resilient cybersecurity measures into their systems.  

Key responsibilities may include: 

1. Providing clear terms and conditions regarding cybersecurity in the supply and delivery of goods 
and services. 
2. Ensuring robust data encryption techniques are in place while sharing sensitive data. 
3. Regular security audits and system vulnerability tests to identify and rectify potential weaknesses. 
4. Initiating immediate steps to contain and control the situation in instances of data breaches. 
5. Educating their employees about the importance of cybersecurity and training them to follow 
secure practices. 
6. Implementing multi-step authentication processes that add an extra layer of data security. 



For Customers: 

Customers play an equally significant role in ensuring cybersecurity. They have a responsibility to 
protect their information and verify that the organizations they do business with have sufficient 
cybersecurity measures. 

Customer responsibilities may include: 

1. Exercising appropriate security measures while providing personal, sensitive information. 
2. Regularly updating their system software or application to the latest secure versions provided by the 
organization. 
3. Being aware of commons cyber threats like phishing and spoof emails by getting educated about 
them. 
4. Responding promptly to any security incident, acknowledging the alert by their service provider. 
   
For Partners: 

Partners have a responsibility to work collaboratively with the organization in protective practices to 
ensure the unhindered continuity of operations. 

This may include: 

1. Enhancing transparency by sharing updates about cybersecurity measures, threats, or breaches. 
2. Ensuring that shared data follow regional and global data protection regulations. 
3. Facilitating joint cybersecurity exercises to test end-to-end data security. 
4. Following joint incident management protocols in the event of cyber threats or breaches. 

Internally, the organization assumes the responsibility of coordinating these roles by: 

1. Establishing comprehensive cybersecurity policies with clearly defined roles and responsibilities for 
each stakeholder. 



2. Regularly training and updating their employees about the latest threats and countermeasures. 
3. Frequently conducting cybersecurity audits and vulnerability assessments across the supply chain. 
4. Creating robust incident response plans that encapsulate measures present within and also across 
exterior networks. 
5. Incorporating clauses about cybersecurity roles and responsibilities in contracts with suppliers and 
partners. 

Externally, the roles and responsibilities can be communicated and coordinated 
through: 

1. Regular meetings and updates with all stakeholders. 
2. The use of secure communication channels while discussing sensitive information. 
3. Encouraging open dialogue about emerging cybersecurity risks and challenges. 
4. Collaborative problem solving in the event of cybersecurity incidents. 

By establishing and coordinating these roles and responsibilities, organizations can build a strong 
cybersecurity framework that extends across the entire supply chain, reducing cyber risks and ensuring 
secure and resilient operations. 
    

Cybersecurity supply chain risk management is integrated 
into cybersecurity and enterprise risk management, risk 
assessment, and improvement processes  
Cybersecurity Supply Chain Risk Management (C-SCRM) is an essential component of cybersecurity 
and enterprise risk management, risk assessment, and improvement processes. It is essentially a 
framework that systematically identifies, analyzes, and mitigates risks associated with an 
organization's supply chain's cyber components. 

C-SCRM works in close coordination with the organization's cybersecurity and enterprise risk 
management systems. Cybersecurity risk management provides an overarching view of the risks 
associated with IT systems and data privacy. Its primary concern is to protect an organization's IT 
infrastructure from potential cyber threats like hacking, phishing, malware infection, and data 



breaches. Enterprise risk management, on the other hand, is focused on identifying, evaluating, and 
prioritizing a broad spectrum of risks that could harm an organization's assets, operations, or 
profitability. 

The integration of these elements is crucial because an incident in one area can rapidly escalate and 
affect other areas. For instance, a data breach involves not only cybersecurity but also has profound 
implications for the entire organization in terms of lost business, reputation damage, and potential 
regulatory penalties. 

Risk assessment is another integral part of the C-SCRM process. As per the National Institute of 
Standards and Technology (NIST) guidelines, risk assessments should consider risks to the 
organization, its partners, and the broader ecosystem. These assessments identify the vulnerabilities in 
the IT system and quantify the potential damage these vulnerabilities can inflict in case they get 
exploited. Accordingly, organizations understand where they need to focus, which risks require 
immediate mitigation, and where potential vulnerabilities lie in their digital supply chain. 

C-SCRM also links with processes of improvement. After identifying, analyzing, and reporting risks, a 
vital step is to take mitigating actions. These actions typically involve changes in processes, 
technologies, and strategies, and therefore function as improvements. Organizations must 
consistently monitor and review the effectiveness of their risk management strategies and make 
adjustments as needed. This continuous feedback loop enables them to proactively evolve and adapt 
to the rapidly shifting cyber threat landscape. 

C-SCRM is a comprehensive, holistic process, requiring regular communication and collaboration 
between different departments within the organization, as well as between the organization and its 
suppliers. This involves sharing of information about risks and vulnerabilities, and joint efforts to 
mitigate them. 

The integration of C-SCRM into cybersecurity and enterprise risk management, risk assessment, and 
improvement processes underscores its significance. It enables organizations to have a 360-degree 
view of their risks landscape, align their defensive measures with their business strategy, and 
ultimately ensure the resilience and robustness of their operations in the face of cyber threats. 



Suppliers are known and prioritized by criticality 
In the essential framework of cybersecurity Supply Chain Risk Management (SCRM), suppliers are 
identified, known, and prioritized based on criticality. This is a key element in managing overall risk to 
the supply chain and ultimately, securing the integrity, functionality, and performance of the 
operation. 

Understanding each supplier and their criticality in the supply chain aids businesses in effectively 
analyzing and mitigating potential cybersecurity threats in their supply chain. This approach is a 
cornerstone in fortifying and preserving the integrity of a company's cybersecurity ecosystem, in order 
to protect its infrastructure, data, and core business operations from potential cyber threats, 
disruptions, or breakdowns. 

Different suppliers have varying degrees of criticality, based on the role they play in the supply chain. 
For example, a supplier providing cybersecurity software or hardware would be considered highly 
critical because a successful attack on the supplier could lead to immediate, extensive harm to the 
organization. On the other hand, a supplier of office furniture would likely have a lower criticality 
because the potential cyberspace-related damages resulting from any compromise of their operations 
would be less severe. 

The processing of evaluating and prioritizing suppliers based on criticality typically involves several 
key steps: 

1. Supplier Identification: Understanding who is in the supply chain is the first step. A supplier 
inventory will note all vendors and what they provide to the organization. A detailed inventory 
includes the name of the supplier, a summary of the products/services they offer, the agreement 
details, the supplier's location, etc. 

2. Supplier Risk Assessment: This involves an examination of the supplier in terms of its 
operational practices, its potential to be the target of cyber-attacks, the scope and magnitude of the 
potential impact of such attacks, and any existing mitigations. This could encompass how the supplier 
handles data, the types of data it accesses, the supplier's cybersecurity practices, and how these 
aspects could affect the supply chain risk management. 



3. Supplier Stratification: Based on the risk assessment, a mitigation strategy is then developed for 
each supplier. Highly critical suppliers are given priority, with the most resources allocated to their 
security and to mitigating potential risks they might pose. Suppliers are frequently classified into 
categories such as high, medium and low according to their determined level of criticality.  

4. Continuous Monitoring: After assigning priority, organizations continually evaluate these 
suppliers for changes in operations or any new threats or vulnerabilities. Any significant changes 
might involve reevaluating the supplier's level of criticality and adjusting the risk management 
strategy appropriately. 

By identifying and prioritizing suppliers based on criticality, organizations can more efficiently and 
effectively allocate resources, mitigate risks and ensure the organization’s cybersecurity posture 
hydrates with the risk landscape. This emphasizes an approach that focuses on the potential impact on 
the organization of cybersecurity vulnerabilities in the supply chain, rather than simply focusing on 
the likelihood of such vulnerabilities arising. 

Requirements to address cybersecurity risks in supply 
chains are established, prioritized, and integrated into 
contracts and other types of agreements with suppliers and 
other relevant third parties 
Supply Chain Risk Management (SCRM) in the realm of cybersecurity involves identifying, assessing, 
and mitigating potential risks associated with the IT supply chain. This includes software, components, 
products, and services that are integral to IT operations. Addressing cybersecurity risks in supply chains 
involves establishing and prioritizing requirements which must be subsequently integrated into 
agreements and contracts within suppliers and other relevant third parties. 

1. Establishing Requirements: 



The first step involves establishing necessary requirements necessary to mitigate cybersecurity risks. 
These requirements encompass a wide range of elements including cyber threats, vulnerabilities, 
impacts, and risk mitigation strategies. 

For instance, requirements might outline the necessity for suppliers to have standard security 
measures in place such as firewalls, encryption for data at rest and in transit, secure development 
practices for software products, and the use of secure protocols. It might also include requirements for 
regular third-party audits or certifications, such as ISO 27001 or SOC 2 Type II, implying reasonable 
cybersecurity controls. 

2. Prioritizing Requirements: 

Once requirements are established, they need to be prioritized based on the potential risks they pose 
to the cybersecurity landscape. This involves evaluating the risk of each supply chain component by 
considering the potential vulnerability it presents and the impact it could have on the organization's 
cybersecurity posture if compromised. 

The priority can also vary depending upon several factors such as legislation in different jurisdictions, 
the strategic importance of the supplier to the organization's operations, the cyber maturity level of 
the supplier, and more.  

3. Integration into Contracts: 

Upon prioritization, these requirements then need to be integrated into contracts and agreements 
with suppliers and relevant third-parties. This must be done with clarity and precision to ensure all 
parties understand their obligations regarding cybersecurity risk management. 

The contracts might include clauses specifying the security measures that the third party must 
implement, the procedures for regular audits or assessments, the protocols for incident reporting and 
response, data handling procedures, and the penalties for non-compliance. Moreover, Indemnification 
clauses might also be included to protect the organization against losses arising due to cybersecurity 
mishaps on the supplier's side. 



4. Monitoring and Compliance: 

Ensuring the consistent application of all established and contract-bound requirements is necessary. 
This can be achieved by regular monitoring and auditing of the cybersecurity practices of all parties 
involved. Regular assessments and audits ensure that all parties are adhering to the conditions 
outlined in the contract, and immediate steps can be taken in case of any non-compliance. 

Overall, addressing cybersecurity risks in supply chains is complex, demanding a clear understanding 
of the unique risks each supplier presents, strict contractual measures for risk management, and 
continual monitoring for compliance. This approach allows organizations to maintain robust 
cybersecurity measures across their supply chain to safeguard against potential threats and 
vulnerabilities. 
  

Planning and due diligence are performed to reduce risks 
before entering into formal supplier or other third-party 
relationships 
Planning and due diligence are crucial steps when it comes to reducing risks before entering into 
formal supplier or other third-party relationships, especially in the scope of cybersecurity Supply Chain 
Risk Management (SCRM). This process involves a meticulous examination of the potential supplier's 
practices, systems, and overall operations before committing to a partnership. 

Planning is the first step in this risk management process. It involves outlining your business's specific 
needs, identifying potential risks, and then understanding the inherent vulnerabilities within a 
supplier’s systems and processes. This is where a comprehensive understanding of your organization’s 
cyber supply chain is paramount. Knowing where and how your data and systems interact with 
suppliers and third-party services enhances your ability to identify points of susceptibility. 

Risk assessment tools can be critical during this planning phase. These tools often involve both 
automated processes and human analysis to provide a complete picture of the potential cybersecurity 
risk a supplier might pose. Examples include network scanning tools, vulnerability assessment tools, 
and intrusion detection systems. 



Additionally, part of the planning process is defining performance expectations with the supplier, 
regarding not only quality standards and delivery deadlines but also cybersecurity protocols. These 
cybersecurity protocols need to highlight standards such as expected security controls, secure coding 
standards, data handling requirements, incident response procedures, and continuous monitoring 
mechanisms. 

The due diligence phase complements the planning process. It involves a comprehensive 
investigation into potential suppliers before finalizing a contractual agreement. Processes can include 
background checks, technical evaluations, on-site visits, analyses of financial stability, and reputation 
assessments.  

Within cybersecurity SCRM, the due diligence may comprise an in-depth examination of a potential 
partner’s privacy controls, data storage and access procedures, disaster recovery plans, security 
policies, compliance with relevant cybersecurity standards, and their patch management process. This 
should generate a robust profile highlighting the potential supplier's security posture. 

Another part of due diligence is assessing a supplier's culture of cybersecurity. This involves 
understanding their employees' training and response procedures in the event of security threats and 
understanding their general mindset and approach toward cybersecurity. Performing third-party 
audits, reviewing any previous cybersecurity incidents, and interviewing management and employees 
can provide valuable insights into a supplier's cybersecurity culture. 

By meticulously planning and conducting thorough due diligence, businesses can significantly reduce 
their risk exposure when initiating formal supplier or third-party relationships. Especially in a world 
where cybersecurity threats are increasingly complex and unpredictable, effectively managing the 
cybersecurity risk within the supply chain ecosystem is vital. Ultimately, it contributes to the integrity, 
resilience, and security of the business's information systems and the data they manage. 
  

The risks posed by a supplier, their products and services, 
and other third parties are identified,recorded, prioritized, 
assessed, responded to, and monitored over the course of 
the relationship  



Supply Chain Risk Management in the context of cybersecurity involves identifying, recording, 
prioritizing, assessing, responding, and monitoring the wide variety of risks posed by a supplier, their 
products, services, as well as other third parties throughout the course of the relationship.  

The threats and risks can emanate from various sources such as the supplier's employees, systems, or 
operations. The risk pertains to onboarding suppliers without capacity to meet the required cyber 
security standards which would result in information being exposed to malicious activity. These risks 
involve unauthorized access, loss, disclosure, modification, disruption, or destruction of information. 
Therefore, an all-inclusive view of the supply chain landscape is crucial to detect and neutralize these 
threats. 

Risk identification is the primary step, where potential risks are spotted and documented. This could 
involve reviewing supplier audits, carrying out risk assessments, or identifying potential threats 
through information sharing platforms. Adoption of predictive analytics, and AI can also be hugely 
beneficial in recognizing patterns, and outliers that could potentially suggest risk. 

Recording risks helps in maintaining a clear, comprehensive inventory of all the identified threats. It 
enables full visibility into potential threats and acts as a single portal of truth. Clear, consistent records 
also aids in suitable risk communication among stakeholders. 

Risk prioritization enables organizations to assign severity levels to the identified risks based on their 
potential impact on business operations. This ensures that resources are allocated to minimize or 
eliminate these threats based on their severity and likelihood. 

Assessing identified risks involves understanding their scope, potential impact and exploiting 
likelihood. Risk assessments can offer valuable insights into vulnerabilities within the supplier's 
network, their products, or their overall cybersecurity posture. This step might involve penetration 
testing or vulnerability scans to recognize potential weaknesses in the system. 

Responding to risks is a critical phase, which involves taking necessary actions to minimize the 
identified risks. This response would depend on the severity of the risk and could range from 
implementing stricter security protocols, to terminating a relationship with the supplier, or even 
reporting to law and cyber enforcement agencies.  



Risk monitoring involves continuous follow-up on the identified risks to ensure they aren’t evolving or 
leading to new vulnerabilities. Various monitoring tools provides  continuous visibility into suppliers' 
networks and systems to track unusual activities. Real-time alerts and automated responses can be set 
up based on the identified risks. 

Prompt and robust measures for risk mitigation include formulation and implementation of data 
security, incident response and disaster recovery plans, and incorporating stringent measures for 
during the selection process of suppliers, products, and services. Encryption, secure system design and 
regular patching of systems also helps in reducing the risks involved in supply chain management.  

Implementation of regular supplier audits, strict compliance, and adherence to best practices also 
provide a level of assurance. Staff training and awareness remains intrinsic to minimizing insider 
threats and phishing attacks. Moreover, building security measures into contracts and service level 
agreements (SLAs), and defining clear roles and responsibilities for suppliers can mitigate these risks.  

Therefore, the process of identifying, recording, assessing, responding and monitoring to the 
cybersecurity risks in supply chain management, provides a systematic approach to detect, prevent, 
and minimize potential threats and vulnerabilities. 

Relevant suppliers and other third parties are included in 
incident planning, response, and recovery activities  
In the world of cybersecurity, the need for robust incident planning, response, and recovery activities 
(IPRR) cannot be overstated. Dealing with cyber threats requires a coordinated and comprehensive 
strategy that spans and links all entities involved in an organization's operations, including suppliers 
and other third parties. These entities play a critical role in Supply Chain Risk Management (SCRM) 
and, therefore, need to be integrated into the cybersecurity IPRR framework. 

Before delving into specifics, it's essential to understand the context of Supply Chain Risk 
Management in the realm of cybersecurity. SCRM involves identifying, assessing, and mitigating 
potential security threats that could disrupt the supply chain. In this digital age, the supply chain has 
significantly extended beyond physical components; it now includes software, firmware, and other 



information technologies essential for business operations, making it a potential weak link for 
cybersecurity threats. 

Suppliers and third parties form a significant part of the supply chain. They provide critical services or 
products, handle sensitive information, and manage essential aspects of system infrastructure. Thus, 
any vulnerability in their system or processes might become a potential backdoor for cyber threats to 
the main organization or the entire supply chain network. 

In incident planning, having a thorough understanding of all parties involved in the supply chain, 
including the security protocols and systems in place in their organizations, is critical. This helps in 
mapping potential vulnerabilities, preparing for assisted threat intelligence sharing, and coordination 
of response efforts, should a security breach occur.  

Engaging suppliers and third parties in incident response phase often takes the shape of effective 
communication and collaboration. It is crucial to quickly and seamlessly share information about the 
incident across all concerned organizations. This way, each party can activate their incident response 
plan timely, potentially limiting the damage of the cyber attack. It might also involve mobilizing 
shared resources or skills to mitigate the effects of the cyber incident. 

In recovery activities, the cohesive relationship between the organization and the third parties 
continues to play a vital role. These parties can assist in comprehensive damage assessment across the 
supply chain and contribute resources or expertise towards regaining operational normalcy. 

Notably, including suppliers and third parties in incident planning, response, and recovery activities 
doesn't simply stop at communication and coordination. This inclusion also drives the need for the 
main organization to ensure these third parties have robust cybersecurity protocols and practices. It 
means conducting routine security audits, insisting on the attainment of relevant security 
accreditations, and even offering training and resources to these parties to tighten their security 
measures. 

Supply chain security practices are integrated into 
cybersecurity and enterprise risk management programs, 



and their performance is monitored throughout the 
technology product and service life cycle 
Supply chain security practices are vital elements within the broader sphere of cybersecurity and 
enterprise risk management programs. The integration of these practices is a fundamental necessity in 
the current climate of the digital sphere, which thrives on technological products and services at both 
micro and macro scales. Acknowledging the critical role of supply chain security, they are incorporated 
within these programs as crucial subsets for both organizational and technological growth. 

Cybersecurity, the practice of defending internet-connected systems, denotes the implementation of 
measures to secure data from cyber threats. Meanwhile, supply chain risk management, within the 
cybersecurity context, means understanding, managing, and mitigating potential problems that could 
undermine the IT supply chain. By merging supply chain security practices into cybersecurity 
measures, organizations can ensure digital protection not only limited to a few technologies or 
services but also across various interconnected points in a technology product's life, including 
sourcing of components, manufacturing, distribution, and disposal. 

In the realm of enterprise risk management (ERM), which focuses on identifying potential events that 
may affect business and designing a strategic application to manage these risks, supply chain security 
plays an instrumental part. As a business relies on external suppliers to turn raw resources into 
finished goods, any interruptions or breaches can severely impact operations. Hence, supply chain 
security practices are knitted into ERM programs to help enterprises in identifying potential risks, 
assessing their impact and exposure, managing the identified risks practically, and implement 
recovery measures in a timely manner. 

Integration of supply chain security practices within cybersecurity and enterprise risk management 
incorporates all processes associated with the entire life cycle of technology products and services. 
Beginning with the product's developmental stages, these practices entail secure and ethical sourcing 
of materials to security-vetted staff manufacturing and handling the product. It even deals with the 
secure shipment and storage of the finished goods, right up to the point where the user has safely 
received the product, ensuring the entire journey is secure and less prone to risk. 



Moreover, the success of this integration is not a one-time achievement but relies heavily on continual 
performance monitoring. For this, organizations deploy varied performance metrics that examine the 
integrity, confidentiality, availability, and resilience of the systems involved. By doing so, they can 
identify potential security weaknesses and take corrective actions promptly. This constant vigilance 
ensures consistency in maintaining high standards of supply chain security throughout various stages 
of the product and service life cycle. 

Cybersecurity supply chain risk management plans include 
provisions for activities that occur after the conclusion of a 
partnership or service agreement 
Cyberspace has become an integral part of a vast majority of business operations; however, the 
increasing number of data breaches has necessitated the implementation of cybersecurity supply 
chain risk management (SCRM) plans. These plans are geared towards safeguarding an organization's 
data flow, from its inception to the termination point. The cybersecurity supply chain encompasses all 
activities that involve the creation, transmission, exchange, and destruction of data, including those 
which occur after the conclusion of a partnership or service agreement. 

One key feature of proficient SCRM plans is to ensure effective provisions for post-contract activities. 
These activities are usually tied to service-level agreements (SLAs) that explicitly outline the expected 
services and performance measures for the contracted periods and also beyond. These stipulations 
help manage the transition and termination phases of contracts appropriately, guiding actions 
surrounding data access, transfer and disposal. 

Secure data disposal is an essential matter in cybersecurity SCRM plans. When a partnership or 
contract ends, client data is typically still present with the service provider. Without proper SCRM 
protocols in place, said data could potentially become an easy target for cyber-attacks or mishandling. 
Thus, contracts should include clauses dictating judicious deletion methodologies to ensure remnants 
of data are not recoverable.  

Equally important in post-partnership provisions is the handover of data, especially in the case of 
transitions to new service providers. SCRM plans should encompass guidelines for secure data transfer 
to prevent unauthorized access during transit, which could expose sensitive data to potential cyber 



threats. Controlled access to critical data should limit access only to those who require it, thereby 
reducing the scope of possible data breach incidences. 

SCRM plans must also provide for future system updates. Post-agreement, some vendors might stop 
providing system updates or patches, which could leave legacy systems vulnerable to new cyber 
threats. Therefore, SCRM plans should outline the utilization of current, up-to-date software versions 
and patches, even after the vendor's contractual obligations have ceased. 

Cybersecurity supply chain risk management refers to the processes and measures implemented by a 
company to minimize its exposure to the vulnerabilities in the digital networks that they rely on for 
procurement, production, and distribution. In contemporary manufacturing, banking, healthcare, and 
numerous other sectors, enterprises require digital transactions and communication with various 
suppliers, third-party vendors, and customers. These chains of digital relationships can be targeted by 
cyber criminals and, if successfully breached, can bring about severe disruptions in operations, and 
lead to significant reputational and financial losses. 

In today’s interconnected world, supply chains are no longer linear but complex, involving numerous 
third parties. Each node in the supply chain could become a potential entry point for cybercriminals, 
poses its own risks, and hence needs to be continuously monitored and protected. Risk mitigation in 
the cybersecurity supply chain focuses on understanding and addressing both the direct and indirect 
risks associated with the interactions between the differing entities in a company's supply chain. 

When it comes to cybersecurity supply chain risk management, businesses must consider a plethora 
of factors. They must assess risks from both internal and external perspectives. Internally, the risks can 
include lack of training among staff leading to unintentional breaches, inadequate cybersecurity 
infrastructure, and outdated software. Externally, these risks could be due to third parties' inadequate 
cybersecurity practices, vulnerabilities in their systems, or their ability to comply with cybersecurity 
guidelines and standards. 

The difference between cybersecurity supply chain risk management and traditional risk management 
relies on the interconnectedness of the digital world. It can't simply be about protecting one’s own 
organization but must include diligent attention to partners, suppliers, and customers. This 



interconnectedness significantly magnifies the scope, complexity, and potential impact of cyber-
attacks and, therefore, requires a comprehensive and proactive approach to risk management. 

Strategies in managing cybersecurity supply chain risks involve multiple steps. Firstly, it would involve 
identifying all entities in the supply chain and cataloging their interactions with the company's cyber 
infrastructure. Constant communication and transparency standards should be established. 
Management should also verify the supplier's security protocols and their compliance history. Risk 
assessments, audits, and vulnerability scans provide vital insights into cyber risks in the supply chain.  

Additionally, embedding stringent cybersecurity clauses in contractual agreements can also play a 
central role in mitigating supply chain risks. It's essential to regularize mandatory reporting of cyber 
incidents and ensuring third parties have incident response plans in place. 

Ongoing monitoring of systems, software, and practices is vital. Regularly updated training for 
employees to be aware of emerging threats and best practices is also key to mitigate risks. Outsourced 
security providers can be called upon for their specialized skills in analyzing and strengthening the 
cybersecurity supply chain. 

To top it all, cyber insurance acts as a contingency plan to compensate for potential financial damages 
when preventive measures fail. Global standards such as ISO 27001, 28001 and 20243 also provide 
guidelines for implementing a secure supply chain system. 

Cybersecurity supply chain risk management is a multidisciplinary approach incorporating aspects of 
business administration, information technology, cybersecurity, and risk management to oversee and 
coordinate the use of various cyber-related resources to identify, assess, and mitigate potential 
vulnerabilities within an organization's supply chain. 

Supply chains are essential for many businesses, supporting numerous functions such as production, 
sales, and distribution. However, they also present considerable cybersecurity risks due to their 
complexity, international reach, reliance on third-party suppliers, and crucial role in business 
processes. Each point in a supply chain can potentially introduce vulnerabilities, and increasingly 
sophisticated cyber threats pose serious challenges. Therefore, organizations must place a high priority 
on managing cybersecurity risks within their supply chains. 



1. Understanding the Cybersecurity Supply Chain: The first step in cybersecurity supply chain 
risk management is understanding the supply chain itself. This can be a complex task as 
organizations' supply chains can include multiple layers of suppliers, manufacturers, distributors, and 
logistics providers, each with their own systems and processes. Each partner in the chain may have 
access to sensitive information, which if not adequately protected, can serve as an entry point for cyber 
adversaries to compromise the entire chain. 

2. Assessment of Cyber Risks: The next step is identifying and assessing the potential cyber risks 
within the supply chain. This involves evaluating the cybersecurity measures that each partner in the 
supply chain has in place, the sensitivity or criticality of the information they have access to, and the 
potential impacts if this information were to be compromised. Tools like risk assessment matrix, risk 
heat maps, and risk scores can be used in this process. 

3. Develop Mitigation Strategies: Once the potential risks have been identified and assessed, 
organizations should develop strategies to mitigate these risks. This could include implementing 
security controls, ensuring all partners adhere to specific cybersecurity standards, regular audits and 
vulnerability assessments, incident response planning, and conducting regular security awareness 
training. Insurance strategies can also be implemented to mitigate the financial impact of potential 
cyber incidents. 

4. Monitor and Review: Cybersecurity supply chain risk management is an ongoing process. As 
such, it's crucial to monitor and review the effectiveness of the implemented strategies regularly, and 
revise them as required. This could involve regular testing, audits, and evaluations, as well as staying 
informed about the latest cybersecurity threats and trends. 

5. Incident Response: Despite best efforts, cyber incidents can still occur. Therefore, organizations 
must have an incident response plan in place that outlines the steps to be taken when a cyber incident 
occurs. This plan should be clearly communicated to all partners in the supply chain and regularly 
tested and updated as necessary. 

6. Stakeholder Engagement: Stakeholder engagement is crucial in cybersecurity supply chain risk 
management. This includes internal stakeholders such as employees and management, and external 



stakeholders such as suppliers, customers, insurers, and regulators. A collective and coordinated 
approach can significantly increase the effectiveness of cybersecurity measures. 

Supply chain risk management (SCRM) involves the coordinated efforts to identify, monitor, and 
mitigate risks associated with an organization’s supply chain. Cyber threats are a dominant concern 
given the vital role of digital systems in modern business operations. Cybersecurity supply chain risk 
management (C-SCRM) specifically focuses on digital threat vectors that could compromise the supply 
chain. These threats could range from data breaches to server downtime. The following guidelines aim 
to provide direction for proper management of cybersecurity supply chain risks. 

1. Establish a C-SCRM Program 
Everyone involved in the supply chain, from managers to suppliers, should understand the 
importance of cybersecurity. A comprehensive cybersecurity program should be developed, and it 
should address the following areas: 

a. Policy formulation: Create clear policies defining what constitutes a cybersecurity risk, how to 
manage it, and who is responsible for each task. 

b. Governance and organization: Assemble a team to manage cybersecurity risks. The team 
should include professionals from risk management, information technology, procurement, legal and 
compliance departments.  

c. Training: Regular training should be conducted to educate all members about cybersecurity best 
practices, threat response, risk analysis, and the procedures for responding to cybersecurity incidents.  

2. Assess and Prioritize Cybersecurity Risks 
a. Risk assessment: Conduct periodic assessments to identify vulnerabilities within the supply 
chain. This process should consider all potential risks from suppliers, including software, hardware, 
and service vulnerabilities. Be aware of emerging threats in the cybersecurity landscape. 



b. Risk prioritization: After identifying risks, prioritize them based on potential impact and 
likelihood of occurrence. This assists in determining how resources should be allocated for risk 
mitigation. 

3. Develop and Implement Risk Mitigation Strategies 
a. Risk mitigation planning: Develop strategies to mitigate identified cybersecurity risks. 
Examples could include backup strategies in the event of data loss, contingency plans for supplier 
failure, and incident response plans for cyber attacks. 

b. Risk controls: Implement data protection measures such as firewalls, antivirus software, secure 
encryption, and update protocols to protect systems from threats. Conduct third-party cybersecurity 
audits to validate these controls. 

4. Monitor and Improve 
a. Incident response: If a cybersecurity incident occurs, it should be documented and analyzed to 
understand how it occurred, what harm resulted, and how to prevent a recurrence. 

b. Continuous monitoring and improvements: The C-SCRM program should be a dynamic process that 
evolves as new risks emerge. This requires regular review and updates of risk assessments and 
mitigation strategies. 

5. Manage Relationships 
a. Supplier relationships: Understand the cybersecurity practices of your suppliers. This might 
involve conducting a supplier audit or requesting information about their cybersecurity protocols. 

b. Contracts: Embed cybersecurity requirements in supplier contracts to ensure they meet your 
standards. 

6. Comply with Regulatory Requirements: 



a. Compliance: The C-SCRM program should comply with all relevant government and industry 
regulations—the specifics of which may depend on the market and scope of operations. 

b. Certification: To provide evidence of credible cybersecurity practices, you can aim for certifications 
like ISO/IEC 27001 that involve auditing of your cybersecurity systems. 

C-SCRM involves organized approaches to identify, neutralize, and monitor cybersecurity risks present 
in an organization’s supply chain. By following these guidelines and spraying a cybersecurity culture, 
organizations can ensure their supply chains withstand the cybersecurity threat landscape. 

ROLES, RESPONSIBILITIES AND 
AUTHORITIES 

Roles, Responsibilities, and Authorities (GV.RR): Cybersecurity roles, responsibilities, and authorities to 
foster accountability, performance assessment, and continuous improvement are established and 
communicated. 

Organizational leadership is responsible and accountable 
for cybersecurity risk and fosters a culture that is risk-
aware, ethical, and continually improving 
Organizational leadership plays a critical, central role in managing cybersecurity risks. Every 
organization is susceptible to various cyber threats that can compromise or disrupt its technology 
systems. Thus, the responsibility of ensuring the organization's cybersecurity rests primarily on the 
leadership's shoulders. This responsibility goes beyond just technical or operational measures - it 
extends to creating a risk-aware culture, making ethical decisions, and continually seeking 
improvements.  



Leadership's commitment to cybersecurity is demonstrated through the establishment and adherence 
to high standards. For instance, leaders at Google have established the Google Vulnerability Reward 
Program that rewards individuals for identifying and reporting security bugs. This program showcases 
Google’s commitment to addressing potential cybersecurity issues proactively, rewarding up to 
$31,337 for the identification of a single security threat. 

Leadership's accountability in managing cybersecurity risk is crucial. For example, in the event of a 
data breach, as occurred with Equifax in 2017, the company’s CEO resigned, demonstrating personal 
accountability. This high level of accountability helps maintain public faith in the organization, and 
equally importantly, it underscores to all employees that cybersecurity is taken incredibly seriously. 

For instilling a risk-aware culture, a leader needs to ensure every member is cognizant of the potential 
cyber threats and understands the measures to prevent such risks. PayPal, for instance, has mandatory 
cybersecurity training for all employees. There is a constant emphasis on the fact that every team 
member is a part of the cybersecurity defense line.  

Concerning ethical considerations, organizational leadership must make intentional efforts to ensure 
practices align with legislations and societal expectations. For example, GDPR compliance is an 
absolute must for companies operating within the European Union that handle personal data. 
Violations have serious implications, such as the £20 million fine levied against British Airways in 
2020. 

Another essential aspect is the commitment towards continuous improvement, which is vital given the 
evolving nature of cyber threats. JPMorgan Chase provides an excellent example by committing $600 
million annually for cybersecurity by continually innovating its measures to stay ahead of potential 
threats. 

Overall, the responsibility and accountability for cybersecurity risk mandate organizational leadership 
to foster a culture that is risk aware, ethical, and continually striving to improve. It requires setting the 
right standards, being accountable, promoting risk awareness, aligning with ethical guidelines, and 
striving for continuous improvement. 



Roles, responsibilities, and authorities related to 
cybersecurity risk management are established, 
communicated, understood, and enforced 
Cybersecurity risk management is a complex process that demands a clear understanding of roles, 
responsibilities, and authorities that need to be well-established, communicated, understood, and 
enforced in a corporate environment. The threats from cyber attacks have made cybersecurity risk 
management a critical issue.  

Organizations typically establish a hierarchy to manage cybersecurity risk, assigning roles and 
responsibilities to individuals or teams. Roles can encompass a wide range and may include roles such 
as Chief Information Security Officer (CISO), Security Manager, Security Analyst, Network Engineer, and 
Systems Administrator.  

The Chief Information Security Officer (CISO) is the authority on all issues related to cybersecurity in an 
organization. They are usually a part of the senior management team and have the main responsibility 
of strategizing and implementing the company’s cybersecurity policy. Their duties include risk 
assessment, setting up security protocols, leading the incident response team, and ensuring the 
overall security of the organization’s data.  

Security Managers oversee the daily operation of the security team. They assist the CISO in strategic 
planning and manage the tactical aspects of protecting the organization's information systems. They 
coordinate with various teams to enforce the organization's cybersecurity policies and ensure the 
necessary security measures are in place. 

Security Analysts are involved in identifying, documenting, and responding to security alerts. They 
usually monitor the organization's networks for security breaches and investigate a violation when one 
occurs. They also conduct penetration testing, simulate attacks to identify vulnerabilities, and analyze 
the effectiveness of the security policies in place.  

Network Engineers focus on the hardware and software necessary to protect information. They are 
involved in creating firewalls, configuring networks, and troubleshooting any issues that might risk 
the organization's cybersecurity stance.  



The System Administrator is responsible for managing, configuring, updating the systems of the 
organization, and ensuring these have the necessary security patches and updates installed. 

All these roles, and their responsibilities, need to be communicated clearly throughout the 
organization. This can be done through explicit job descriptions, training sessions, security briefings, 
and official communications.  

The enforcement of these responsibilities is carried out by the authorities in charge, typically the top 
management and the human resources department. They have to ensure that everyone is following 
their assigned roles properly, maintaining the security protocols, and taking necessary actions against 
any violations. For instance, if a breach occurs due to negligence, it would be up to these authorities to 
initiate an investigation, and if the negligence is confirmed, to implement the appropriate disciplinary 
action. 

In addition, the people assigned to these roles should have an appropriate level of authority to be able 
to carry out their responsibilities effectively. For example, a Security Analyst should have the necessary 
permissions to access relevant systems and data for their investigations. 

Overall, establishing, communicating, understanding, and enforcing the roles, responsibilities, and 
authorities in cybersecurity risk management are essential to ensure a strong defense mechanism 
against cyber threats. 

Adequate resources are allocated commensurate with 
cybersecurity risk strategy, roles and responsibilities, and 
policies 
Ensuring organisations adequately allocate resources according to their cybersecurity risk strategy, 
roles and responsibilities, and policies is critical in obtaining robust cybersecurity infrastructure. This 
involves assigning sufficient human resources, implementing advanced technological tools, and 
allotting optimal financial resources to drive the cybersecurity agenda.  



In-depth detailing of the cybersecurity risk strategy is the first step in the resource allocation process. 
For instance, the cybersecurity risk strategy may identify potential areas of risk such as data breaches 
or ransomware attacks. Once these risks are identified, the organisation can then determine the level 
of resources required to address them. This could include hiring additional cybersecurity experts, 
investing in stronger firewalls or encryption software, and providing ongoing staff training in 
cybersecurity awareness and best practices.  

Let's consider an example of a healthcare company storing sensitive patient data. The cybersecurity 
risk strategy should outline potential threats such as unauthorized access to patient databases or 
transmission of viruses. To address these risks, the company should allocate resources to purchase 
high-security servers and invest in a team of cyber professionals, who would be responsible for 
continuously monitoring and protecting against threats.  

When it comes to roles and responsibilities within the cybersecurity framework, allocating resources 
also becomes crucial. Cybersecurity strategy often entails defined roles such as IT governance, cyber 
risk management, cyber risk mitigation, and incident response team. Each of these roles requires 
specific skills and competencies, and resources must be allocated to ensure these positions are filled 
with qualified individuals. As an example, the incident response team plays a crucial role in 
responding to any cybersecurity incidents. Hence, the organization must invest in training and 
development programs to equip these teams with necessary skills and knowledge. 

Further, investing in specific training programs for employees highlights the significance of roles and 
responsibilities within the cybersecurity framework. For example, an employee with a role in IT 
governance may require a different skill set than a member of the incident response operations. 
Allocating resources accordingly can ensure each team member is equipped to effectively perform his 
or her specific role.  

Lastly, resource allocation goes hand in hand with cybersecurity policies of an organization. Policies 
might dictate required safety measures such as regular backups, data encryption, and multi-factor 
authentication. Implementing these policies would require allocation of appropriate resources. For 
instance, an organization might need to purchase cloud storage for backups, encryption software for 
data protection, and tools for multi-factor authentication. 



Cybersecurity is included in human resources practices 
Cybersecurity is now at the forefront of human resource practices. As technology permeates every 
sphere of business operations, cybersecurity has become a fundamental concern for HR departments. 
It is vital in ensuring the integrity and confidentiality of sensitive company information which includes 
employee data. In this context, HR's role, responsibility and authority concerning cybersecurity 
involves three core aspects; formulation and implementation of cybersecurity policies, employee 
education, and managing the recruitment and retention high-level cybersecurity personnel. 

HR helps develop and implement cybersecurity policies that define roles, responsibilities and 
authorities relating to cyber threats. For instance, they may develop a policy outlining specific 
guidelines on password changes. Such a policy could stipulate that passwords must be changed 
regularly and must contain a combination of letters, numbers, and symbols to enhance password 
integrity. These policies outline the roles and responsibilities of employees in maintaining 
cybersecurity. 

As part of its authority, HR may enforce penalties or disciplinary measures for the violation of such 
policies. For instance, if an employee shares sensitive passwords with a non-authorized party, HR may 
decide on the appropriate course of action – from retraining or relocation to termination. This 
maintains a secure environment and ensures employees understand the serious implications of not 
adherging to cybersecurity policies. 

Education and training are further HR responsibilities that are crucial to a company's cybersecurity 
plan. HR coordinates cybersecurity awareness programs to help employees understand the 
importance of cybersecurity, the potential threats, as well as their roles and responsibilities. As an 
example, HR might run training sessions to educate employees about recognizing and avoiding 
phishing scams. Employees can be the weakest link in an organization's cyber safety, and educating 
them to identify threats can prevent data breaches. 

Another significant role of HR in cybersecurity pertains to the recruitment and retention of 
cybersecurity professionals. In this contemporary era of evolving cyber threats, HR departments are 
responsible for hiring high-level cybersecurity personnel and making their jobs as fulfilling and 
rewarding as possible to ensure their retention. They participate in designating the authority of 



cybersecurity professionals over certain domains of data security and regulate collaborations between 
the cybersecurity team and other departments. 

For example, they might hire a cybersecurity analyst who is tasked with conducting vulnerability 
assessments and implementing improvements. Additionally, they would facilitate regular meetings 
between management and cybersecurity personnel to ensure a strong cybersecurity posture is 
maintained. 

Cybersecurity is a broad field composed of various roles, each carrying a different set of 
responsibilities and authorities. These roles aim at protecting systems, networks, and programs from 
digital attacks. At its core, cybersecurity involves making efforts to counteract attempts of unauthorized 
access, disclosure, disruption, modification, destruction, or inspection of information. 

Here are some principal roles in cybersecurity with their respective responsibilities and authorities: 

1. Chief Information Security Officer (CISO) 
The CISO is usually a top-level executive responsible for setting the strategy and ensuring the 
protection of the company’s data and information. They oversee the overall operations of the 
cybersecurity program. The CISO has the authority to make key decisions regarding the information 
security of the organization and is accountable for any security breaches. 

2. Cybersecurity Analyst 
A Cybersecurity Analyst monitors and detects potential threats and vulnerabilities in the systems. Their 
responsibilities include securing IT infrastructure, identifying abnormalities and reporting breaches, 
performing regular audits to ensure a secure environment, and implementing security measures. They 
also have the authority to analyze and assess potential risks and decide the counteractive steps to be 
taken. 

3. Information Assurance Analyst 
This role focuses on ensuring the data's integrity, confidentiality, and availability. This responsibility 
involves implementing necessary safeguards, maintaining an invulnerable system, and ensuring that 
the business operations align with outlined security standards and policies. This role has authority 
over proposing security controls and procedures. 



4. Cybersecurity Engineer 
The Cybersecurity Engineer designs, develops, and implements secure network solutions to defend 
against advanced cyber threats. Responsibilities include designing security systems to counter 
potentially devastating cyberattacks, undertaking regular risk analyses, and recommending adequate 
security measures. They possess the authority to modify and enhance the system’s defense 
mechanisms. 

5. Cybersecurity Consultant 
These professionals are responsible for protecting information systems by identifying potential 
weaknesses and creating strategies to prevent digital attacks. They assess and analyze the 
organization's existing security posture, create security policies, and provide guidance on how to 
minimize risks and threats. They have the decision-making authority on strategies and policies related 
to cybersecurity for the organization. 

6. Ethical Hacker/ Penetration Tester 
Ethical Hackers or Penetration Testers focus on detecting and fixing potential vulnerabilities in systems 
by conducting authorized simulated attacks. They have a unique responsibility as they ‘attack’ 
organizational networks just like malicious hackers, but with the intent to expose security weaknesses. 
They are authorized to find potential threats and vulnerabilities, recommending corrective measures 
to enhance the organizations’ security stance. 

7. Forensic Computer Analyst 
These are the cybersecurity experts called upon in the aftermath of a cyberattack or breach. Their 
inspections and audits generate crucial insights about the origins and causes of the attack. They have 
the authority to collect and analyze data from information systems to circumvent or minimize post-
attack damage. 

8. Incident Responder 
The primary role of these experts is to respond to security threats or incidents swiftly and effectively. 
Upon detection of an incident or breach, they are responsible for quickly executing a strategic 
response to control the situation. Their role authorizes them to assess the situation and take the most 
appropriate course of action to minimize disruption and damage. 



Each of these roles has a vital part to play in securing an organization’s information and online 
resources. Thorough knowledge, practical skills, and swift decision-making are paramount to the 
successful execution of these responsibilities. Their collective aim is always the protection of data, 
systems, and networks, ultimately becoming the backbone of information security. 

Here is the full list 

1. Chief Information Security Officer (CISO) 
2. Cybersecurity Analyst 
3. Information Assurance Analyst 
4. Cybersecurity Engineer 
5. Cybersecurity Consultant 
6. Ethical Hacker/ Penetration Tester 
7. Forensic Computer Analyst 
8. Incident Responder 
9. Security Administrator 
10. Security Architect 
11. Network Security Engineer 
12. Application Security Engineer 
13. Security Operations Center (SOC) Analyst 
14. Cryptographer 
15. Cybersecurity Sales Engineer 
16. Cybersecurity Project Manager 
17. Security Software Developer 
18. Vulnerability Assessor 
19. Cryptanalyst 
20. Source Code Auditor 
21. Computer Crime Investigator 
22. Security Systems Administrator 
23. Data Privacy Officer 
24. Intrusion Detection Analyst  



25. Cybersecurity Auditor 
26. Cyber Incident Analyst 
27. Cyber Intelligence Analyst 
28. Cyber Operations Specialist 
29. Threat Intelligence Analyst 
30. Information Systems Security Officer (ISSO) 
31. Cyber Crime Investigator 
32. Disaster Recovery Coordinator. 
33. Security Compliance Manager.  
34. Digital Forensics Expert.  
35. Cybersecurity Scrum Master.  
36. IT Security Director. 
37. Information Security Manager.  
38. Cybersecurity Risk Analyst. 
39. IT Security Specialist. 
40. Cyber Counterintelligence Agent. 
41. Network Security Administrator. 
42. Security Code Auditor. 
43. Cybersecurity Research Scientist. 
44. Secure Web Developer. 

Cybersecurity Roles, Responsibilities, and Authorities standalone as the core backbone of any 
organization's data privacy and security policy. These components outline who can control, access, and 
manipulate sensitive data within a network system. It also includes who should take responsibility in 
case of cybersecurity incidents. It is critical for the proper functioning of any organization to clearly 
define and establish these roles, responsibilities, and authorities to avoid mishandling sensitive 
customer data, potential legal battles, or damaging public reputation. 

Cybersecurity Roles 
1. Executive Management: Executive leaders are responsible for fostering a culture of 
cybersecurity within the organization. They set the tone for the entire cybersecurity initiative. This could 



include the CEO, CTO, CFO, and other c-suite executives. Their role includes approving budgets 
necessary to implement cybersecurity strategies and protocols. 

2. Cybersecurity/IT Manager: The cybersecurity manager or IT manager holds the major 
responsibility of overseeing all cybersecurity activities within an organization. The individual should 
plan, coordinate, and direct all computer-related activities within the organization, including 
implementing security measures and making sure they’re tested and updated regularly. 

3. Security Analyst: These are the staff members who are responsible for monitoring, detecting, and 
addressing potential threats and vulnerabilities within an organization's IT infrastructure. Their role 
also includes conducting periodic analysis and reporting cybersecurity threats and performance. 

4. System Administrators: They are responsible for ensuring that all systems, services, and 
infrastructure are up-to-date, safe, and secure. It is their responsibility to implement patches, updates 
or upgrades in the software or hardware to maintain the integrity of systems. 

Cybersecurity Responsibilities 
The key responsibilities concerning cybersecurity revolve around ensuring data confidentiality, 
integrity, and availability: 

1. Confidentiality: Personnel who are given access to sensitive data have the responsibility to 
maintain its secrecy. Access should only be granted on a need-to-know basis and it should be 
protected from unauthorized access. 

2. Integrity: It is the responsibility of the personnel to safeguard the data from unauthorized 
changes and ensure that any modification in data is thoroughly documented. 

3. Availability: It is the responsibility of the cybersecurity personnel to ensure that data and systems 
are always available when needed. 



Other responsibilities include following regulatory compliance, conducting regular cybersecurity 
training and awareness programs for all employees, and developing an effective incident response 
plan. 

Cybersecurity Authorities 
Authorities are typically vested in personnel who are responsible for making critical decisions related 
to cybersecurity. 

1. Incident Response: The authority to respond to a cybersecurity incident typically resides with the 
cybersecurity manager. They have the authority to take decisions in order to mitigate the impact of 
cyber threats. 

2. Budget Approval: The executive management holds the authority to approve the budget 
required for cybersecurity operations within an organization. 

3. Change Implementation: System administrators have the authority to implement required 
changes in systems, services, and infrastructure in order to maintain security. 

4. Policy Development and Enforcement: The cybersecurity manager or a particular team is 
given the authority to develop, implement, and enforce security policies within the organization. 

Clearly defining roles, responsibilities, and authorities around cybersecurity not only strengthens the 
organization's security posture but also ensures smooth operations and accountability. Each 
organization might have a different organizational setup based on their needs, but the fundamentals 
of cybersecurity roles, responsibilities and authorities remain the same. 

POLICIES, PROCESSES AND 
PROCEDURES 



Policies, Processes, and Procedures (GV.PO): Organizational cybersecurity policies, processes, and 
procedures are established, communicated, and enforced. 

Policies, processes, and procedures for managing 
cybersecurity risks are established based on organizational 
context, cybersecurity strategy, and priorities and are 
communicated and enforced  
Managing cybersecurity risks is a highly important task that demands the utmost attention and 
commitment from organizations. Policies, processes, and procedures play a critical role in this process. 
These are not static concepts, but rather dynamic and flexible frameworks which can be developed, 
revised, and tailored to a given organization’s cybersecurity strategic goals, context, and priorities. They 
establish the rules of conduct within an organization, outlining responsibilities and providing a 
roadmap for consistent compliance with the associated cybersecurity standards and laws.  

Firstly, cybersecurity policies establish the broad parameters and guidance on how the organization 
should manage and protect its information assets, define security responsibilities, and drive security 
initiatives. The underlying philosophy of these policies involves consent, adherence, and management 
oversight. For instance, a cybersecurity policy may stipulate that all employees must use strong, 
unique passwords for all accounts and must change these passwords every 90 days. So, it sets the 
cybersecurity strategy of the organization by encouraging the practice of data protection at the 
individual level. 

Processes, on the other hand, detail the series of actions or steps necessary to achieve the objectives 
outlined in the cybersecurity policies. They breakdown the broad guidance into more actionable and 
relevant tasks. For example, in compliance with the aforementioned password policy, an organization 
might set up a process enabling automated reminders to employees when it’s time to change their 
password or even forcing the change after the stipulated period. This way, it systematically implements 
the cybersecurity strategy. 

Procedures, the third pillar, are detailed instructions designed to implement the processes. In our 
continuing example, a procedure might provide step-by-step instructions for employees on how to 



change their passwords, what makes a password strong and adheres to the company policy. It might 
also include a procedure for IT admins on how to handle situations when an employee forgets his/her 
password or when a potential breach is detected. 

Moreover, these cybersecurity policies, processes, and procedures need to be communicated 
effectively throughout the organization from top executives to entry-level staff. They are usually 
incorporated in employee training and awareness sessions, circulated through bulletins, and 
mentioned in contract agreements to make sure that every stakeholder has a clear understanding of 
their roles and responsibilities. 

Enforcement is equally important as merely having these rules won’t suffice; explicit actions must be 
taken against non-compliance. Based on these cybersecurity policies, processes, and procedures; 
audits or frequent monitoring can be conducted to ensure adherence. 
  

Policies, processes, and procedures for managing 
cybersecurity risks are reviewed, updated, communicated, 
and enforced to reflect changes in requirements, threats, 
technology, and organizational mission  
Cybersecurity is an ever-changing field. As technology continues to evolve, so do cyber threats. The 
dynamism of this digital age makes managing cybersecurity risks a challenging task for organizations. 
It requires robust policies, processes, and procedures that should be frequently reviewed, updated, 
communicated, and enforced to reflect changes in requirements, threats, technology, and 
organizational missions.  

Policies form the backbone of a cybersecurity system. These are set rules and guidelines that dictate 
how a company secures its systems and data. For example, an organization may have a strong 
password policy dictating the length, complexity, and change frequency of passwords for all its 
employees. Additionally, policies may include network access protocols, email and web usage 
guidelines, and a disaster recovery plan. As technology and threats evolve, so too should these 
policies. Every time a new type of threat emerges, the policy needs to be reviewed and updated 
accordingly to mitigate it.  



Processes, on the other hand, are the practical steps taken to implement these policies. For instance, if 
the policy mandates that all company laptops must have a particular antivirus software, the process 
lays out how this software is installed, updated, and periodically scanned. Similarly, when a new 
technology like cloud storage is adopted, the processes need to be revised to ensure data stored in the 
cloud is also adequately protected.  

Procedures refer to detailed, step-by-step instructions that should be followed to implement a process. 
A procedure might describe how to properly configure a firewall or how to respond in the event of a 
detected intrusion. These procedures also need to be updated as technologies and threats evolve.  

These three components, policies, processes, and procedures, are cyclical and not static. Regular 
reviews and updates ensure that they remain relevant and effective in managing cybersecurity risks. 
The communication of these changes is also crucial. Employees should be trained on updated 
procedures, and they must gain awareness about new threats and how they implicate the company's 
cybersecurity profile.  

Enforcement, however, is just as important as communication. Management has the responsibility to 
ensure the policies, processes, and procedures around cybersecurity are adhered to. Regular audits, 
employee reviews, and providing necessary resources and training are some ways to enforce them. For 
example, the management can conduct mock phishing attacks to see if employees follow procedures 
or have regular password audits to see if password changing guidelines are being followed. 

Lastly, all these changes should reflect the evolution of organizational missions. For example, a 
company that adds e-commerce to its portfolio would need a significant upgrade on their 
cybersecurity policies, involving processes and procedures related to storing and securing customer 
financial data, fraud detection, secure transaction processing, and more. 

Cybersecurity policies, processes, and procedures form an integral part of any organization’s security 
posture. They serve as an organization's first line of defense against cyber threats, defining the 
protective measures and the behavioral norms required to maintain a secure digital environment. 
These set of rules and guidelines ensure that employees have a clear understanding of how to handle 
data responsibly and the steps needed to mitigate the risk of cyber threats. 



1. Cybersecurity Policies: 
A cybersecurity policy is a formal set of rules that guide individuals on how to use, manage, and 
protect digital information within an organization. This policy outlines the controls and defense 
mechanisms needed to safeguard information and the acceptable use of technology infrastructure 
and systems. 

Cybersecurity policy generally includes rules on password management, network access policy, 
incident response plan, data privacy policy, physical security policy, employee training, and awareness 
policy, to name a few. However, the comprehensiveness of such a policy can vary depending upon the 
organization's size, nature of its business, regulatory compliance requirements, and the severity of 
threats it faces. 

For instance, a password policy can include instructions on how to create complex passwords and 
change them every 60-90 days. A network access policy may define rules for remote access, use of 
personal devices, and authorization levels. For regulated industries like healthcare or finance, data 
privacy policies should comply with legislative requirements, such as HIPAA or GDPR. 

2. Cybersecurity Processes: 
Processes are the next layer of structured activities designed to implement and maintain the 
objectives outlined by cybersecurity policies. They provide a defined pathway for how to perform tasks 
consistently and effectively, increasing the efficiency of security operations. 

Typical cybersecurity processes would include regular security audits, network monitoring, 
vulnerability assessments, penetration testing, risk assessments, and incident responses. These 
activities help in identifying and addressing existing security weaknesses, maintaining the ongoing 
security of the system, detecting unusual activities, and providing a systematic approach to respond to 
and recover from cyber attacks. 

For instance, an incident response process includes steps for how to detect, contain, eradicate, and 
recover from an incident, as well as how to apply lessons learned after containment. A patch 



management process describes how to keep all software and systems updated with the latest security 
fixes. 

3. Cybersecurity Procedures: 
Security procedures offer more granular instructions on how to carry out the activities defined by the 
process, ensuring consistency and repeatability. These are step-by-step tasks or operations that the 
staff must follow to implement the various security measures defined by the policy and process. 

To illustrate, procedures for incident response could include crucial details such as who to contact, 
what documentation to complete, how to analyze the incident, and which escalation procedures to 
follow. Procedures for software updates might entail how and when to schedule updates so as not to 
disrupt business operations. 

Cybersecurity policies, processes, and procedures are a multi-layer defense strategy that provides a 
structured approach to establishing and maintaining an effective security posture. Each layer builds 
upon the previous one, creating an integrated and comprehensive security framework. Organizations 
should review and update these components regularly to adapt to the evolving threat landscape. 
Collectively, they serve not only to protect an organization's information assets but also to foster a 
security-conscious culture within the organization. 

Cybersecurity Policies, Processes and Procedures Guidelines: 

1. Policy Development 
   
a. Cybersecurity Strategy: Every organization should develop an overall cybersecurity strategy that 
outlines the business’s commitment to protecting its information and technology assets. This might 
include a broad statement about the company's commitment to cybersecurity, the role it plays in the 
organization, and how it supports the business's objectives. 



b. Written Policies: Clearly written cybersecurity policies should be developed and published. 
Policies should cover all areas of cybersecurity, including network security, data protection, incident 
response, user access control, password management, physical security, and user education. 

c. Document Control: All cybersecurity policies should be controlled documents that are reviewed 
on a recurring basis and updated as necessary to ensure they remain relevant and effective. Changes 
to policies should be communicated promptly to all users. 

2. Processes and Procedures 
a. Risk Assessment: A crucial part of establishing cybersecurity measures is conducting a complete 
risk assessment. Identify all software, hardware, data, and systems in your network. Note any potential 
vulnerabilities and assess the impact if they were compromised. 

b. Incident Response: Establish a structured incident response process. This should include 
identification, containment, eradication, recovery, and a post-incident review. 

c. Patch Management: Implement a patch management process that helps to mitigate the risk of 
known vulnerabilities. This includes keeping software, operating system, and hardware up-to-date. 

d. Vulnerability Management: Develop processes to periodically scan and identify vulnerabilities 
in your network. There should be procedures for analyzing the severity of these vulnerabilities and the 
risks they might pose to your organization. 

3. IT Staff Training 
a. Regular Training: Organize frequent cybersecurity training sessions to educate all staff about the 
latest threats and security practices. 

b. Specialized Training: Provide specialized cybersecurity training for those involved directly in 
maintaining the organization’s cybersecurity. 



4. User Access 
a. User Authentication: Relevant procedures and guidelines should be in place to manage user 
access to systems, information, and applications. This includes the use of strong passwords and two-
factor authentication. 

b. Privileged Access: The process should be in place for managing privileged access rights to 
prevent unauthorized access to sensitive data and systems. 

5. Third-Party Security 
a. Vendor Management: Implement policies and procedures to manage the security of third-party 
vendors who have access to your organization's network and data. 

b. Contract Clauses: Include cybersecurity clauses in contracts with third-party service providers and 
vendors, clearly defining their responsibilities regarding data protection and cybersecurity. 

6. Compliance and Audits 
a. Regular Audits: Regular cybersecurity audits should be conducted to ensure compliance with 
policies and procedures. This also helps identify areas of non-compliance and take remediation 
measures. 

b. Legal and Regulatory Compliance: Policies and procedures should clearly define the process 
for managing compliance with legal and regulatory requirements relevant to cybersecurity, such as 
GDPR, HIPAA, or PCI DSS. 

7. Business Continuity 
a. Disaster Recovery: A disaster recovery plan should be in place, including guidelines on data 
backup, data recovery, and restoring normal operations after a cybersecurity incident. 



b. Business Continuity: The business continuity plan should detail steps to ensure that critical 
business operations can continue during and after a cybersecurity incident. 

These guidelines are not exhaustive and should be tailored to align with the conditions and needs of 
each particular organization. They should be regularly reviewed, updated, and communicated across 
the organization for effective implementation. 

Cybersecurity oversight refers to the governance efforts and strategies implemented by organizations 
to manage, control, and monitor their cybersecurity framework. This is a critical aspect of cybersecurity 
risk management that focuses on reducing vulnerabilities, ensuring compliance with cybersecurity 
policies, and maintaining a secure digital environment against threats like data breaches, cyber-
attacks, and malware infections. 

Governance of Cybersecurity 

Governance in cybersecurity involves establishing the framework, policies, and standards to keep an 
organization's data secure. It includes setting up the necessary structure that defines roles, 
responsibilities, and accountabilities in the organization. The highest level of management, usually 
the board of directors, is primarily responsible for cybersecurity oversight because they are responsible 
for the overall risk management of the organization. 

Risk Assessment 

A critical practice under cybersecurity oversight is risk assessment. It involves identifying potential 
threats and vulnerabilities in an organization's cybersecurity infrastructure, analyzing their impacts, 
and providing recommended actions to address these issues. Risk assessments often cover various 
areas, including networks, databases, applications, hardware, software, and human factors. A 
comprehensive risk assessment informs the organization's cybersecurity strategy and plan by 
identifying where to prioritize resources. 

Policy and Procedure Development 



Under cybersecurity oversight, organizations develop policies and procedures to govern their 
cybersecurity practices. These documents outline the required actions, protocols, and standards for 
different aspects of cybersecurity, including access control, incident response, data classification, user 
behavior, security awareness training, and system maintenance. These policies are regularly updated 
to reflect the evolving threat landscape. 

Compliance Monitoring 

Given the vast number of regulations and standards pertaining to cybersecurity (such as GDPR, HIPAA, 
ISO 27001), part of cybersecurity oversight is ensuring compliance with these regulations. This 
involves regular audits, either internal or external, to assess whether the organization's practices align 
with the required standards. Non-compliance can lead to significant penalties, damaging an 
organization's reputation and standing. 

Security Awareness and Training 

Creating a cyber-secure culture within an organization is an essential aspect of cybersecurity oversight. 
This entails regular training and awareness initiatives to educate employees about their roles and 
responsibilities in maintaining cybersecurity, recognizing phishing attempts, managing sensitive data, 
and responding to potential threats. 

Cybersecurity oversight is a continual process, given the evolving nature of cyberspace and the threats 
associated with it. This means that procedures and infrastructure must be regularly reviewed and 
updated to ensure that they are still effective against these threats. In conclusion, cybersecurity 
oversight is a complex task that involves maintaining an effective cybersecurity strategy, establishing 
relevant policies, ensuring risk management, and ensuring compliance with standards and 
regulations. 

Cybersecurity Oversight Guidelines 
As most organizations operate digitally, cybersecurity has become critical for all institutions regardless 
of size or industry. Cybersecurity oversight is a strategic management approach to identifying, 
monitoring, and managing an organization's cybersecurity risks which may be external threats or 



internal vulnerabilities. The following are detailed guidelines for the implementation of cybersecurity 
oversight in an organization. 

1. Develop a Cybersecurity Framework 

Organizations should follow frameworks like the National Institute of Standards and Technology's 
(NIST) Cybersecurity Framework or the ISO 27001 standard. These provide guidelines detailing 
industry best practices for managing cybersecurity risks. 

2. Establish Cybersecurity Governance 

Ensure that cybersecurity is embedded within the organization's governance structure. This involves 
developing policies and procedures that define roles and responsibilities around cybersecurity, 
outlining, who is responsible for decision-making, and who is accountable for outcomes.  

3. Perform Regular Risk Assessments 

The organization should conduct regular risk assessments to gauge their vulnerability to cyber threats. 
This can help measure the effectiveness of existing controls, identify vulnerabilities, and reveal where 
improvements are required. These assessments should be done at least annually or as new threats 
emerge. 

4. Train your Workforce 

Provide regular training and awareness programs to ensure that employees understand the 
importance of cybersecurity, potential risks and the role they play in preventing cyber incidents. This 
may include information about common phishing scams, safe web browsing practices, and proper 
password management. 

5. Implement Robust Technology Controls 



Organizations should invest in robust technology controls to prevent attacks and minimize their 
impact. These controls may include firewalls, intrusion detection systems, encryption software, secure 
network architecture and regular backups of data.  

6. Develop an Incident Response Plan 

In case of a cyber-attack, organizations must have an incident response plan. This plan should detail 
steps to be taken after recognizing a security breach, including who to contact, how to contain the 
attack, and how to communicate with stakeholders. 

7. Compliance with Regulations and Standards 

Organizations should be aware of relevant regulations and standards related to cybersecurity and 
ensure they are in compliance. Such as GDPR for data protection or industry-specific regulations like 
HIPAA in healthcare. 

8. Third-Party Cybersecurity Risk Management  

Organizations should manage the cybersecurity risks associated with third-party vendors or service 
providers. This involves validating their security controls, signing contracts that outline security 
expectations and conducting regular audits. 

9. Reporting and Monitoring  

Regular reporting on cybersecurity should be done to the organization's senior management or board. 
Benchmarks and key metrics should be established to measure the effectiveness of cybersecurity 
initiatives. 

10. Embrace a Culture of Ongoing Improvement 

Cybersecurity is an ongoing process that needs continuous improvement as new threats emerge. It is 
essential to stay informed about the latest trends and adapt strategies accordingly. 



These guidelines are meant to help organizations establish a robust cybersecurity oversight 
framework. However, they should be adapted according to the specific needs and risks faced by the 
entity, its operating environment, and its regulatory landscape. Lastly, due to the complex nature of 
cybersecurity, organizations may need to consult with experts or outsource their cybersecurity needs to 
a reputable provider. 

OVERSIGHT 

Oversight (GV.OV): Results of organization-wide cybersecurity risk management activities and 
performance are used to inform, improve, and adjust the risk management strategy. 

Cybersecurity risk management strategy outcomes are 
reviewed to inform and adjust strategy and direction 
Cybersecurity risk management involves the identification, analysis, and mitigation of risks associated 
to an organization's informational assets. A pivotal element of this approach is the adoption of an 
iterative process, whereby the outcomes of a chosen strategy are assessed to determine its 
effectiveness. This approach allows for the continuous adjustment and refinement of the strategy, 
supporting active management of cybersecurity threats and vulnerabilities. 

For instance, let’s consider a multinational corporation that uses a risk management strategy to protect 
its network from DDoS (Distributed Denial of Service) attacks. The initial strategy may involve the 
installation of Intrusion Prevention Systems (IPS) and the creation of an IT team to monitor network 
activities at multiple locations. 

After a specific period, the company would review the performance of this strategy. This review may 
analyze the number of attempted DDoS attacks, the effectiveness of the IPS in stopping these 
attempts, and the responsiveness of the IT team. Other variables such as the cost-effectiveness of the 
strategy, its impact on network performance, and the management of false positives may also be 
examined. 



Following the analysis, the organization may identify several areas for adjustment. These might 
include improving IPS software abilities, outsourcing network monitoring to a specialized 
cybersecurity firm, or implementing Machine Learning algorithms to better detect and respond to 
threats. Similarly, they may find that certain practices, such as employee training on cybersecurity 
matters, have resulted in a lower risk of internal data breaches and thus decide to enhance these 
educational programs. 

In another example, a financial institution may have implemented multiple firewalls and secure 
socket layer protection for securing online transactions. Upon reviewing the strategy's outcomes, they 
might discover that phishing attempts have increased, targeting their customers. In response, the 
institution might decide to supplement its current measures with customer-awareness programs 
about phishing scams and add two-factor authentication for enhanced user validation. 

These adjustments could also shift the overall direction of the cybersecurity strategy. For instance, if a 
risk review identifies an increase in cloud-based attacks, the company might conclude that its current 
focus on network security is insufficient. As a result, the company's greater strategic direction may shift 
towards strengthening cloud security, such as adopting data encryption, stronger user authentication 
mechanisms or hiring cloud security experts.  

Therefore, reviewing the outcomes of cybersecurity risk management practices is a systematic, iterative 
process that aids in fine-tuning the strategy. Through this, companies can progressively strengthen 
their cybersecurity defenses, becoming more resilient to evolving threats in the digital landscape. 

The cybersecurity risk management strategy is reviewed and 
adjusted to ensure coverage of organizational requirements 
and risks 
Cybersecurity risk management is an essential practice aimed at identifying, assessing, and mitigating 
risks associated with an organization’s information and technology systems. It's an ongoing, iterative 
process that should be carried out in line with the organization's objectives and risk appetite. It is 
crucial for this strategy to be periodically reviewed and adjusted to ensure it covers all organizational 
requirements and emerging threats effectively. 



For instance, suppose an organization offers online sales services to its clients. In this case, the 
cybersecurity risk management strategy should be designed to cover risks relevant to its ecommerce 
operations. Possible threats could include hacks aimed at obtaining customers' credit card 
information, disruption of online services, or breaches leading to unauthorized access to confidential 
client data. 

At times, due to changes in business processes, new regulatory requirements, or emerging 
cybersecurity threats, the initial strategy might become inadequate. The organization might expand its 
business operations and decide to incorporate mobile sales to reach a broader market. Consequently, 
it opens a new dimension of risk like mobile malware threats, which might not have been factored 
into the initial plan. In such a scenario, the cybersecurity risk management strategy would need to be 
reviewed and adjusted to cover this new development. 

A good example of an emerging threat needing strategic adjustment is the rise of ransomware attacks. 
Initially, most organizations’ cybersecurity strategies were more focused on preventing unauthorized 
access or data theft. However, recently, there have been numerous reported cases of ransomware 
where hackers encrypt an organization's data and demand a ransom to decrypt. The rise of such a 
threat necessitates a review of cybersecurity strategies to incorporate measures like frequent data 
backups and user education on phishing scams, which are commonly used to launch ransomware 
attacks. 

Reviewing cybersecurity risk strategy isn’t just about reacting to new threats. It should also 
accommodate changes in the regulatory environment. Laws and regulations around data privacy and 
cybercrime are continually evolving, with non-compliance penalties growing steeper. Some of the 
globally recognized guidelines include the General Data Protection Regulation (GDPR) in the EU and 
the Health Insurance Portability and Accountability Act (HIPAA) in the US. Changes in these and similar 
regulations necessitate proactive amendments to an organization's cybersecurity risk management 
strategy. 

Organizational cybersecurity risk management performance 
is measured and reviewed to confirm and adjust strategic 
direction 



Organizational cybersecurity risk management is increasingly vital in the current digital age where 
cyber threats are rampant. The performance of an organizational cybersecurity risk management 
program profoundly impacts the overall security of an organization's critical and sensitive data. 
Accordingly, performance measurement and review must be consistently executed to ensure the 
efficacy of managed cyber risk elements and adjust the organization's strategic direction, if necessary. 

The measurement of organizational cybersecurity risk management performance is an intricate 
process that involves the evaluation of multiple interrelated aspects. First, it includes monitoring and 
assessing the effectiveness of an organization's cybersecurity defenses like firewalls, anti-virus 
software, intrusion detection and prevention systems, and other security protocols. For instance, 
cybersecurity analysts might track the number of detected and mitigated threats to measure the 
performance of these defenses. 

Secondly, measuring the risk management performance involves assessing the organization's ability 
to respond to and recover from cyber incidents. This could be demonstrated through regular 'fire-drill' 
tests or real-life examples. For instance, when the malware 'WannaCry' hit companies across the globe 
in May 2017, firms like FedEx and Renault showed resilience by restoring affected systems within 
days, illustrating the effectiveness of their incident response plans. 

Thirdly, the efficacy of cybersecurity awareness training provided to employees is also included in the 
performance measurement process. The decrease in the number of successful phishing attacks, for 
example, could indicate the effectiveness of such training. It can also involve assessing user behavior 
analysis through metrics like the number of failed login attempts or access to unauthorized resources. 

After performance measurement, organizations need to review the results and thus adjust the 
strategic direction accordingly. For example, if an organization experiences frequent data breaches 
despite having sophisticated cybersecurity defenses, the strategic focus might need to shift towards 
enhancing employee cyber awareness training or refining incident response plans. 

A perfect example of this situation is when retail giant Target was hit by a massive data breach in 2013. 
Following the breach, the organization revamped its entire cybersecurity risk management strategy, 
with a specific focus on refining its cybersecurity tools, practices, and even setting up a new cyber 
fusion center to proactively identify and respond to cyber threats. 





CYBERSECURITY 
IDENTITY 

Help determine the current cybersecurity risk to the organization.



ASSET MANAGEMENT 

Asset Management (ID.AM): Assets (e.g., data, hardware software, systems, facilities, services, people) 
that enable the organization to achieve business purposes are identified and managed consistent with 
their relative importance to organizational objectives and the organization’s risk strategy. 

Inventories of hardware managed by the organization are 
maintained 
Asset management, particularly in the context of cybersecurity, involves maintaining an updated 
inventory of all hardware utilized by the organization. This is performed with precision and accuracy, 
ensuring that every piece of equipment that is part of the network infrastructure is accounted for, 
including computers, servers, wireless routers, switches, printers, and even personnel smartphones 
and tablets that link to the company's system. 

An accurate inventory assists in grasping the organization's hardware resources, tracking the 
equipment's lifecycle, and ensuring that obsolete or venerable equipment is upgraded or replaced 
timely. This, in turn, aids in threat prevention and cybersecurity risk management, as outdated 
hardware can be exploited by cybercriminals to perpetuate attacks, data breaches, and other security 
threats. 

For instance, suppose an organization has a large number of desktop workstations. Each workstation's 
specifics – including its make and model, processing power, storage capacity, installed software, 
endpoint protection status, life-cycle stage, and assigned user – are catalogued meticulously. This 
information can be crucial in identifying prospective weaknesses that could be exploited by digital 
threats. 

Network servers, which form the backbone of the organization's infrastructure, are another vital 
hardware asset. A server, in particular, can hold a variety of proprietary and sensitive data—the kind of 
data that, if compromised, could potentially lead to serious ramifications for the business. Therefore, 



servers are included in the inventory, with details such as their physical location, virtualization status, 
operating system, installed applications, and access controls being meticulously noted. 

Hardware devices used for networking are also carefully inventoried. This includes routers, switches, 
hubs, modems, and firewalls. Their configurations, firmware and software versions, and the security 
measures in place are documented. This is critical in the event of a network breach or outage, as 
having a comprehensive understanding of these devices can significantly speed up the 
troubleshooting process. 

In today's business environments, where remote and mobile work is common, the inventory kept by 
the organization also extends to hardware assets like laptops, mobile phones, and tablets. Notably, 
these portable devices are vulnerable to being lost or stolen, posing potential security risks, especially 
if they contain sensitive business information. Having an accurate inventory of these devices can assist 
in mitigating these risks. 

Inventories of software, services, and systems managed by 
the organization are maintained 
For software inventory, the organization takes a catalog of all the software applications in use. This 
involves mapping out each application, who uses it, which data it processes, and how critical it is to the 
organization's operation. For example, a financial organization might have a software inventory 
including banking software, customer relationship management software, and internal 
communication applications. Each of these would have different levels of importance, access, and 
associated data, thus requiring different levels of protection. 

Service inventory mainly revolves around the services offered by the organization, either to its internal 
users or external customers. This could involve cataloging server services, authentication services, 
network services, cloud services, and more. The focus here is on identifying who has access to these 
services, how they are protected, and their vulnerability to cyber threats. An example could be a cloud 
service provider which needs to register all their services, the data they process, who has access to 
them, where they are hosted and the level of security measures in place. 



System inventory involves keeping track of all the hardware and software components that constitute a 
system, including servers, computers, networking equipment, operating systems, and application 
software. This includes details about each component’s function, its location, its connectivity to other 
systems, and its configuration. For instance, a data center would need to map out each server, storage 
system, network switch, connection, and the software operating on them. Understanding the system's 
architecture can help identify weak points and improve security measures. 

The comprehensive database of assets created through these inventories plays a crucial role in 
cybersecurity asset management. They can be used to prioritize protection based on factors such as 
asset criticality, sensitivity of data handled, and the potential impact of a cyber breach. Moreover, they 
facilitate risk assessments, incident response planning and mitigation, and compliance management. 
Without a well-maintained inventory, an organization could overlook potential threats or fail to 
adequately secure all of its assets.  

In a nutshell, inventories of software, services, and systems allow organizations to have a bird’s eye 
view of all their assets, aiding in effective asset allocation, utilization and most importantly, protection 
against potential cybersecurity threats. 

Representations of the organization’s authorized network 
communication and internal and external network data 
flows are maintained 
One crucial aspect of cybersecurity Asset Management involves maintaining representations of the 
organization’s authorized network communication and internal and external network data flows. This 
task requires comprehensive mapping and documentation of all authorized networks and data flows 
within the organization. 

For example, an organization might have several sub-networks or zones within its internal network. 
The human resources department, the sales department, and the R&D team may each operate on an 
individual sub-network. Each of these sub-networks may have specific, authorized communication 
pathways to certain external networks, like payroll service providers, product partners, or testing labs. 



Therefore, a precise network map would illustrate these connections and pathways, explicitly outlining 
who can communicate with whom, and through which networks. 

In addition, the organization should also keep track of and document all internal and external network 
data flows. This implies understanding what types of data are going through which channels, when 
this is happening, how frequently it is happening, and how much data is transferred during each 
occurrence. 

For instance, a representation of the data flow in the HR department might show data related to 
personnel records flowing to the payroll service provider every two weeks (pay period) over a secure 
channel. Another example might be a continuous data flow from the sales department's network to a 
product partner’s network, with product orders going out and confirmations coming back in.  

Maintaining these representations of authorized network communication and data flows is crucial for 
effective cybersecurity Asset Management. This is mainly because it helps organizations understand 
their potential vulnerabilities and enables them to implement appropriate security measures. As an 
example, with a clear understanding of their network and data flows, an organization could decide to 
encrypt particularly sensitive data flows or restrict certain networks' access to high-risk external 
networks. 

Moreover, these representations can also facilitate incident response and recovery activities. Should a 
cybersecurity incident occur, having an accurate and updated understanding of network 
communication and data flow can allow organizations to quickly identify the affected areas, mitigate 
the damage, trace the source of the attack, and recover more effectively. 

Inventories of services provided by suppliers are maintained 
In the context of cybersecurity asset management, the inventory of services provided by suppliers is 
consistently updated and maintained. This is a mission-critical process that informs an organization’s 
decisions relating to asset security, risk management, and overall IT strategy. Simply put, a well-
managed service inventory enables an organization to have a clear, comprehensive understanding of 
the quantity, type, location, and quality of services in its portfolio. It is a powerful tool used to manage 
the assets within an organization's control or possession. 



The inventory includes all cybersecurity services provided by suppliers. These services can range from 
all types of software, from antivirus and anti-malware solutions to risk analysis software, firewalls, and 
encryption software. It might also involve servers, hardware components, peripheral devices, and 
other physical assets delivering cybersecurity services. Additionally, it includes cloud and managed 
services like threat intelligence, vulnerability management services, and Security Incident and Events 
Management (SIEM) tools. Each service in the inventory is typically accompanied by specific details 
that can include the supplier's name, a brief description of the service, the licensing or contract date, 
and renewal dates. 

Let's illustrate this with an example. Let's assume an organization works with a supplier providing a 
Firewall Management Service. In the inventory, this service would be clearly identified. Information 
would be listed, such as the specific provider's name (e.g., Cisco), a description of the service (e.g., 
Firewall Management Service, which includes firewall configuration, monitoring, and maintenance), 
the contract date (e.g., January 1, 2022), and renewal date (e.g., December 31, 2022). 

An inventory of services provided by suppliers does not just stand alone; it works in synergy with other 
tools to provide a complete overview of assets in the organization. For example, a Configuration 
Management Database (CMDB) might be used alongside the inventory to maintain more detailed 
information on specific devices, software, and services, including their configurations. 

Maintaining a detailed services inventory can result in several benefits. It allows an organization to 
stay ahead with license renewals, avoiding non-compliance issues and service disruptions. It provides 
transparency and visibility into services, which can help uncover underutilized, redundantly used, or 
risky services. It also provides a foundation for conducting vulnerability assessments and managing 
security incidents, as knowing what services you have and where they are used is the first step in 
recognizing potential threats.  

Hence, the maintenance of service inventories provided by suppliers is a critical aspect of cybersecurity 
asset management, offering a clear line of sight into an organization's services and a path to 
managing and improving the security posture. 



Assets are prioritized based on classification, criticality, 
resources, and impact on the mission 
Asset management in the realm of cybersecurity involves a detailed and systematic approach to 
handling the assets within an organization, including both tangible and intangible assets. These could 
be hardware, software, information, processes or even employees. The prioritization of these assets is 
crucial as it defines the allocation of resources and helps in planning countermeasures against 
potential cyber threats. Typically, assets are prioritized based on different attributes such as 
classification, criticality, resources, and impact on the mission.  

Asset classification refers to the process of categorizing these assets based on their sensitivity and the 
level of impact their compromise might have. For example, confidential customer data can be 
classified as a high-priority asset due to its sensitivity and the damage its compromise might cause. 
Conversely, commonly accessible company information such as the organization's address may be 
classified as a low-priority asset because it's commonly known, and its exposure won't harm the 
company significantly.  

Asset criticality refers to the importance of an asset in maintaining the important operations of the 
organization. For instance, a company may categorize its servers as highly critical assets because, 
without them, the company's operations  
will come to a standstill. Non-critical assets might include peripherals like printers which, while 
essential for daily operations, won't completely halt the organizational functions if compromised. 

When it comes to resources, these imply the investments in place to protect each asset. They may 
include financial resource allocation, human resources, or technological measures like firewalls or 
antivirus software. For example, more resources should be dedicated to high-priority or critical assets 
like a financial database compared to less sensitive ones, such as a public-facing promotional website. 

The impact of the asset on the mission refers to the asset’s relevance to the organization's strategy or 
mission. For instance, the core software product of a software development company would be pivotal 
to its mission to develop and provide the best software solutions, and hence the protection of this 
asset would be a high priority. On the other hand, the company's ancillary software used for internal 



communication might have a lower impact on the overall mission and hence might be a lower priority 
when apportioning cybersecurity resources. 

Selecting a mix of these factors to prioritize assets helps an organization focus on where its 
cybersecurity efforts should be concentrated, balancing the needs of protecting the most critical and 
highly classified assets, with the available resources, all the while aligning the cybersecurity strategy to 
the overall mission of the organization. 

Inventories of data and corresponding metadata for 
designated data types are maintained 
In the realm of cybersecurity asset management, maintaining an inventory of data and its 
corresponding metadata for designated data types is a fundamental task. This essentially means 
keeping track of all the data entries within a particular dataset and also maintaining the 'data about 
data' or metadata, which shows the complete specifications related to the data. 

Maintaining an inventory of data is a precise record-keeping process involving a list of all datasets or 
data assets within a particular system or network managed by an organization. For instance, in a 
financial institution, these would be data related to customer accounts, transaction history, credit card 
details, employee profile, internal communications, proprietary algorithms, market research data, etc. 

Metadata, on the other hand, provides detailed information about these data entries. It could include 
when the data was last updated, who updated it, where it came from, its format, its validity, its 
relationship with other data, and the like. For example, a particular customer account data entry's 
metadata would indicate when the account was created, what transactions were made and when, who 
processed these transactions, and other involved details. 

Moreover, different types of data may require metadata of different levels or kinds. Let’s take the 
example of image data versus text data. For an image data file, the metadata would incorporate, 
among other aspects, the image format (JPEG, GIF, PNG etc.), resolution, created date, and image 
source. On the contrary, for text data, the metadata might comprise the number of words, the author's 
name, the document's creation and editing dates, and the libretto’s source. 



In a cybersecurity context, such meticulous organization of data and metadata inventories is necessary 
and beneficial for tracing anomalies, inspecting data breaches, and conducting forensic investigations. 
If an unauthorized entry or data breach appears in the system, the metadata could serve as a roadmap 
to trace back to when and possibly where and how the breach happened. Monitoring changes in 
metadata can also help to flag suspicious activities, protect sensitive information, and maintain the 
overall integrity of the data system. 

Meanwhile, continuous management and updates of this inventory ensure that the organization is 
prepared for various cyber threats and can quickly respond to security incidents. Moreover, it also aids 
in compliance with various data protection and cybersecurity standards such as GDPR, ISO/IEC 27001, 
and others.  

Systems, hardware, software, and services are managed 
throughout their life cycle 
Asset management in the realm of cybersecurity refers to the systematic process of developing, 
operating, maintaining, upgrading, and disposing of assets cost-effectively, while ensuring maximum 
protection from threats and data breaches. These assets span across multiple categories – systems, 
software, hardware, and services that all have a critical role in the overall infrastructure.  

Starting with systems, assets could range from networks, servers, and databases to complex IT 
infections such as cloud-based systems. An integral part of their lifecycle management involves 
provisioning and decommissioning, maintaining up-to-date information about configuration settings, 
as well as regular vulnerability scanning. For instance, Microsoft's System Center Configuration 
Manager (SCCM) provides robust system lifecycle management including software distribution, 
hardware and software inventory, and remote system diagnostics. 

In terms of hardware, comprehensive asset management must begin with maintaining a hardware 
asset inventory, detailing each of the equipment’s technical specifications, location, and assigned user. 
Companies typically invest in hardware asset management (HAM) systems that streamline the process 
of tracking the physical components. For instance, tools like SolarWind's Network Configuration 
Manager can automate the lifecycle management process, providing alerts on non-compliance, 
hardware end of life, and more. 



Software asset management includes tracking and managing the licenses of all the software 
applications in use. Organisations can be at risk of compliance violations and potential fines without 
accurate and current software inventory records. Furthermore, outdated, unused, or unpatched 
software creates vulnerabilities that can be exploited by cybercriminals. Tools like Flexera's Software 
Asset Management would allow companies to easily manage the license complexities and ensure 
regular software updates and patches.  

In terms of services, assets could already be third-party Software as a Service (SaaS) applications, Email 
as a Service, operating systems, or even security services such as Firewall as a service (FaaS). Lifecycle 
management, in this case, includes thorough regular audits to ensure compliance, carefully analysing 
agreements, and a reliable plan for service disruptions. Companies like ServiceNow provide 
comprehensive Service Asset and Configuration Management solutions that involve discovery, 
logging, monitoring, and management of IT service assets. 

Across these different classes of assets, the goal of asset management from a cybersecurity perspective 
is to reduce risks. Untracked assets fall into the category of shadow IT, which inevitably increases 
cybersecurity risks. For an effective cybersecurity asset management strategy, it is critical to incorporate 
automated, integrated, and end-to-end lifecycle management solutions, be it for systems, hardware, 
software, or services. 

Identity and asset management are crucial components of cybersecurity that help in safeguarding and 
maintaining the integrity of digital information from unauthorized access, disruption, modification, or 
destruction. These two strategies play a vital role in ensuring the effective and secure management of 
digital assets, primarily focusing on preventing and mitigating cyber threats and attacks. 

Identity management, also known as identity and access management (IAM), is a framework 
embedded in information technology systems that enables the right individuals to access the right 
resources at the right times for the right reasons. It's designed to manage user credentials and ensure 
that staff, clients, and customers have proper access to the organization's systems. This framework 
focuses on identifying individuals in a system and controlling their access to resources by associating 
user rights and restrictions with the established identity.  



Identity management involves various processes and technologies, including password management, 
access management, single sign-on (SSO), two-factor authentication, privilege management, user 
provisioning, directory services, and security tokens, among others. It helps in ensuring that users are 
who they claim to be (authentication), determining if users are allowed to access certain resources 
(authorization), and keeping an account of what actions users have performed (accountability). From a 
security perspective, these measures enhance the protection of data and systems from unauthorized 
access, helping to maintain confidentiality and integrity. 

On the other hand, asset management, often referred to as IT asset management (ITAM), specifically in 
the cybersecurity context, is a set of business practices that join financial, inventory, contractual, and 
risk management responsibilities to the management lifecycle of IT assets. It is a key component that 
aids organizations in inventorying all data assets, understanding the relationships between them, and 
determining their value. 

Asset management includes identifying, categorizing, and tracking physical and non-physical assets, 
like software, hardware, and sensitive information. It involves the management of the entire life cycle 
of these assets, ranging from acquisition, use, maintenance, and disposal. Asset management plays a 
critical role in cybersecurity, as it helps an organization identify its valuable data assets that need to be 
protected. An effective asset management strategy allows organizations to keep track of their 
technology assets and know which require the most protection from cyber threats. 

Identity and asset management work in tandem to create a secure, cyber-conscious environment. 
While identity management ensures that the right people have access to the right information, asset 
management ensures that companies know what data they possess, where it is, and how much it is 
worth. These two facets of cybersecurity are challenging to implement, but they ultimately provide the 
means to control, protect, and get the most out of a company's valuable data assets. 

This guide provides a step-by-step process for implementing effective identity and asset management. 

1. Identification and Classification of Assets 
The first step involves identifying all assets within an organization, including physical assets, digital 
assets, and data assets. After identification, properly categorize them based on their importance, value, 



and vulnerability to threats. This classification will determine the level of protection provided to each 
asset. 

2. Risk Assessment 
Analyze each asset for potential risks, vulnerabilities, and threats. This risk assessment can be done 
through regular auditing, vulnerability assessments, and penetration testing. The key is to understand 
the consequence of an asset being compromised to shape your security measures. 

3. Develop Security Policies 
Establish clear policies and controls for handling and managing assets. These policies should define 
who has access to specific assets, how these assets used, what are acceptable practices, and the 
consequences of policy violation. 

4. Implement Identity Management 
Identity management involves authenticating and authorizing individuals to access specific systems or 
assets. Implement an Identity and Access Management (IAM) system that requires multi-factor 
authentication, centrally managed identities, and role-based access controls. This can be accomplished 
by using technologies like Single Sign-On (SSO), Biometric Authentication, and Privileged Access 
Management (PAM). 

5. Regular Monitoring and Auditing 
With the system in place, monitor and record the usage of assets. This helps in identifying any 
abnormal behavior that might be a potential security threat. Regular audits should be conducted to 
ensure that the policies and controls are strictly adhered to. 

6. Employee Training 
Educate your employees about the importance of asset management and its role in cybersecurity. 
Ensure they understand the company’s policy regarding asset management and how they are 
expected to use and protect these assets. 



7. Incident Management 
Develop an Incident response plan to quickly identify, respond, and minimize the impact of a cyber 
incident. It should include defining the roles and responsibilities, establishing communication and 
decision-making processes, and detailing response and recovery plans. 

8. Regular Updates and Maintenance 
Keep updating the IAM system with the latest patches and security updates. Regular maintenance of 
the asset registry and the IAM system is crucial for the overall robustness of the cybersecurity measure. 

9. Review and Improvement 
Regularly review and update your identity and asset management process. Changes in business 
operations, technology, and threats necessitates constant review and improvements. 

10. Compliance 
Ensure your identity and asset management practices comply with legal and industry standards like 
GDPR, PCI DSS, ISO 27001, and others. Compliance not only helps avoid legal penalties but also 
shows commitment to good cybersecurity practices. 

Securing Identity 
1. Use of Multi-factor Authentication (MFA): MFA adds an extra layer of protection to the identity 
verification process. Besides a username and password, it requires additional evidence like a one-time 
password, biometric data, or a mobile device confirmation to prove the user's identity. 

2. Enforce Strong Password Policies: Implement strict password requirements such as complexity, 
length, and expiration. Also, discourage the use of common or previously used passwords. 

3. Regular Audit and Monitoring: Regular audits of user identities help identify any unusual 
activities, while continuous monitoring helps in tracking any unauthorized access. 



4. Use Identity Access Management (IAM) Systems: IAM systems manage, create, modify and 
delete user's access rights automatically and securely, based on predefined policies. 

5. Implement Single Sign-On (SSO): SSO can lessen the chances of phishing and improve user's 
online experience by reducing password fatigue. 

6. User Education and Training: Regular training sessions and awareness campaigns can help 
users understand the importance of protecting their identities online. 

Securing Asset Management 
1. Asset Discovery and Classification: Have a clear inventory of all your technology assets, their 
location, and importance. Classify them based on their criticality. 

2. Implement Access Controls: Limit who has access to certain assets based on their role and 
necessity. Use the principle of least privilege (PoLP) and ensure users can only access what they need. 

3. Regular Vulnerability Assessments & Patch Management: Regularly test for vulnerabilities 
in your assets and ensure they are patched in a timely fashion. 

4. Encrypt Critical Assets: Use encryption for storing sensitive data to prevent unauthorized access 
even if the physical security is breached. 

5. Deploy Security Software: Have antivirus, firewall and intrusion detection/prevention systems 
in place to protect your technology assets. Keep them up-to-date with the latest signatures and 
algorithms. 

6. Data Backup and Recovery Plan: Regularly backup data and have a recovery plan in case of any 
incident like data breaches or natural disasters. 

7. Dispose of Redundant Assets Securely: When technology assets are no longer needed, they 
should be disposed of securely, so that no residual data can be retrieved. 



8. Security Policy Enforcement: Enforce security policies that incorporate the above steps and that 
everybody in the organization adheres to them. Regularly review and update the policies as per 
changing needs.  

9. Audit and Compliance: Regular audits ensure that the practice of asset management is 
compliant with the organization's security policy and any external regulations. 

10. Threat Intelligence & Incident Response: Stay informed about the latest threats and have a 
defined incident response plan to address security incidents swiftly. 

RISK ASSESSMENT 

Risk Assessment (ID.RA): The organization understands the cybersecurity risk to the organization, 
assets, and individuals. 

  

Vulnerabilities in assets are identified, validated, and 
recorded 
In the domain of cybersecurity risk assessment, identifying, validating, and recording vulnerabilities in 
assets is a crucial process. This involves scanning various assets within an organization’s network to 
identify any potential susceptibilities that might lead to unauthorized access, data breaches or system 
failure. 

Organizational assets in cybersecurity might include hardware (servers, workstations, routers, 
switches), software (applications, operating systems, databases), and even human elements 
(employees, contractors) - essentially, any physical or virtual part of the system that may be vulnerable 
to an attack. 



Identifying vulnerabilities often involves using automated scanning tools that sweep through an 
entire system and look for specific security flaws. This may include obsolete software versions, unfixed 
or unknown software bugs, incorrect configurations, or even simple human errors such as weak or 
shared passwords. 

To illustrate, let us consider an open-source tool called OpenVAS (Open Vulnerability Assessment 
System). OpenVAS runs a variety of high-level network scans and diagnostics to identify potential 
vulnerabilities. These tests can identify a range of flaws like software applications that haven't been 
updated with the latest security patch, servers running insecure SSL/TLS protocols, or databases that 
may be designed with SQL injection vulnerabilities. 

Once vulnerabilities have been identified, the next step is validation. This is where potential 
weaknesses are carefully evaluated to determine whether they pose a genuine threat. Not all 
vulnerabilities are exploitable or represent significant risk. Due to false positives, there may be 
potential vulnerabilities flagged by automated scanners that upon further analysis aren't serious 
issues.  

For example, a vulnerability scanning solution might point out an obsolete software version as a 
potential vulnerability, but a later review might show that the particular software isn’t used or 
accessible, making it a low-risk threat. Security teams may use manual penetration testing here—an 
ethical hacking method where the security professional will try to exploit the identified vulnerability to 
determine if it's a real threat. 

A process called vulnerability verification can be used for this purpose. For example, consider the 
identified vulnerability as misconfigured firewall rules. The security analysts will then try one or more 
exploits to check if these misconfigurations can be used to gain unauthorized access or other types of 
attacks. If they can manipulate the weakness, it will be termed as a valid vulnerability. If not, it may be 
downgraded or dismissed entirely. 

The final step is recording the identified and validated vulnerabilities. Logging and documentation are 
extremely important in cybersecurity. Why? This process provides a paper trail of sorts, allowing 
analysts to track how vulnerabilities have been identified and addressed over time.  



A common example of how vulnerabilities are recorded can be found in the usage of a vulnerability 
management platform. Platforms like Tenable or Rapid7 allow for easy logging and tracking of 
identified vulnerabilities. They typically include details such as the date discovered, the potential 
impacts, suggested remediations, and more. Not only does this allow for them to be easily tracked and 
eventually addressed, but it also provides a document that can be provided to auditors or regulators if 
necessary.  

Cyber threat intelligence is received from information 
sharing forums and sources 
Cyber threat intelligence is a critical aspect of cybersecurity risk assessment that involves gathering, 
analyzing, and applying detailed information about threats and vulnerabilities. It's a proactive 
approach to securing networks, systems, and data, as it enables stakeholders to understand and 
prepare for potential cyber-attacks that could affect their digital environment. This intelligence is often 
received from various platforms, including online forums, social media, deep web and dark web 
sources, as well as from government intelligence agencies, and private security firms.  

One commonly used source of threat intelligence is online information sharing forums. For instance, 
platforms like ThreatConnect or AlienVault's Open Threat Exchange enable cybersecurity professionals 
to share real-time information about discovered threats, vulnerabilities, attack methodologies, and 
bad actors. Such forums allow professionals to stay abreast of new threats, learn from others’ 
experiences, and adopt successful defense strategies. For example, a network administrator in Canada 
who has mitigated a new form of ransomware attack could share indicators of compromise on these 
forums. This allows a system administrator in America to access this intelligence, identify any signs of 
similar attacks, and apply appropriate measures to defend against it. 

Government intelligence agencies also play a critical role in providing cyber threat intelligence. The US 
Federal Bureau of Investigation, Homeland Security, and Cybersecurity & Infrastructure Security 
Agency disseminate alerts on emerging threats and vulnerabilities. They provide detailed technical 
resources to help organizations identify and mitigate these threats. For example, the FBI may release 
an alert about a nation-wide phishing campaign targeting financial institutions, giving them time to 
fortify their email security and educate their employees. 



Furthermore, there are private security firms like FireEye, CrowdStrike, and Symantec that offer cyber 
threat intelligence services. These firms perform deep and dark web scrapings, analyze malware 
samples, and leverage honeypots to reveal threat actors' tactics, techniques, and procedures (TTPs). For 
instance, FireEye's annual M-Trends report provides valuable insights into the global threat landscape, 
revealing trending attack methodologies, targeted industries, and potential impacts.  

In the cybersecurity risk assessment context, all this information helps organizations to have a threat-
centric approach. This would mean identifying critical assets, understanding the threat landscape (who 
might attack, how, when, and why), assessing vulnerabilities that could be exploited, determining risk 
levels, and prioritizing risk mitigation efforts accordingly. For instance, using the shared threat 
intelligence, if an organization finds that its industry is specifically being targeted by ransomware 
attacks, it would prioritize relevant defenses like secure data backups, robust access controls, and 
employee awareness training to mitigate this specific risk. 

Internal and external threats to the organization are 
identified and recorded 
Internal threats typically emanate from within the organization. One prime example would be a rogue 
employee who, despite having legitimate access to an organization's IT system, chooses to misuse this 
privilege either unintentionally or with malice. For instance, the employee might install unauthorized 
software that contains malware, inadvertently infecting the system, or consciously access classified 
data and disclose it to unauthorized parties. These internal threats are usually harder to predict and 
prevent since these individuals have legitimate access to the systems. 

Similarly, business partners with access to the organization's IT environment, like suppliers or 
contractors, can pose an internal threat. For example, if these entities have weak cybersecurity 
protocols, they may act as an entry point for potential cyber-attacks. Sometimes the internal threats are 
less malicious - a simple case could be an employee not following proper protocols or accidently 
clicking on phishing emails, without realizing the potential implications. 

While recording and tracking these threats, myriad factors like employees' access level, their role in 
the organization, past incidents (if any), motive, and opportunity should be considered. Measures such 



as internal audits, user activity monitoring, ongoing staff training and limiting access privileges based 
on job requirements can help mitigate such threats. 

External threats originate from outside the organization and are usually perpetrated by individuals or 
entities with an intent to compromise or disrupt its IT infrastructure. They could be hackers, 
cybercriminals, competitors or even state-sponsored entities. These threats can manifest in various 
forms such as phishing attacks, ransomware, DDoS (Distributed Denial of Service) attacks, or social 
engineering. 

For example, a cybercriminal might attempt to exploit vulnerabilities in the organization's system to 
gain unauthorized access and compromise sensitive data. Competitors might initiate cyber-espionage 
to steal valuable proprietary information. State-sponsored attack could be aimed at disrupting the 
organization's operations or sabotaging its infrastructure. 

Recording and assessing external threats involves identifying the potential threat actors, 
understanding their modus operandi, monitoring various threat intelligence sources, and being aware 
of the latest vulnerabilities and cyber attack trends. An organization can build strong defense 
mechanisms against these threats through regular system patching, deploying intrusion detection 
systems, firewalls, anti-malware software, and through continuous user education. 

A cybersecurity risk assessment, therefore, plays an instrumental role in identifying the potential 
threats an organization might face. It also aids in strategizing the best ways to mitigate these risks, 
thereby fortifying the organization's cyber security posture. Proper documentation of these internal 
and external threats is also essential to develop sound policies, guidelines, and constant learning. It 
can serve as a reference for understanding threat trends, predicting future potential threats, and 
formulating agile and informed response strategies. 
  

Potential impacts and likelihoods of threats exploiting 
vulnerabilities are identified and recorded 
One of the main potential impacts of threats exploiting vulnerabilities is Unauthorized Access. In a 
scenario where a disgruntled employee deliberately exposes the access credentials, a company's 
critical files could be accessed remotely by unauthorized parties. This can lead to significant losses and 



damage to a company's reputation. For instance, in one of the largest data breaches in history, the 
Yahoo incident affected approximately 3 billion users in 2013-14, a scenario that led to significant 
trust issues and loss of customers. 

Secondly, Data loss or Corruption is another significant impact. In a situation where an organization 
does not update its software regularly, vulnerabilities in outdated software may be exploited by a virus 
or malware, leading to massive data loss or corruption. As an illustrative case, the 2017 WannaCry 
ransomware attack affected over 200,000 computers worldwide, wiping out crucial data and causing 
an estimated loss of about $4 billion. 

Denial of Service (DoS) is also another impact of vulnerability exploitation. Imagine an online retail 
store that gets overwhelmed by fake traffic through a Distributed Denial of Service (DDoS) attack 
during peak shopping season, preventing genuine customers from accessing the website. The 
resulting financial loss can be substantial.  

As for likelihood, the probability of a threat exploiting a vulnerability can range from Low - where the 
vulnerability exists, but the skill or motive to exploit it is rare, as in the case of complex, zero-day 
vulnerabilities; to High - where both the vulnerability and the threat exist and are common, as in 
common phishing attempts targeted at non-tech-savvy individuals.  

Assessing the likelihood also involves considering various factors including the threat landscape, the 
value of the information or system at risk, the attacker's skill level, and the robustness of existing 
security controls. For instance, data-rich sectors like healthcare and finance often face a high 
probability of attacks.  

Another example, Target’s data breach of 2013, which exposed 40 million credit and debit card 
numbers, was made possible by the high likelihood of threats exploiting system vulnerabilities. The 
malware was embedded in the point of sale system, and the presence of unnecessary access points in 
the internal network increased the opportunity for threat actors to gain access. 

Threats, vulnerabilities, likelihoods, and impacts are used to 
determine risk and inform risk prioritization 



1. Threats: These are the potential malicious attacks that aim to exploit weaknesses in a system. Threats 
can originate from outside (like hackers, spyware, malware, phishing attacks) or inside the system (for 
example, disgruntled employees or negligent users). For instance, a hacker might pose a threat to a 
company's financial data by attempting to breach its network to gain unauthorized access. 

2. Vulnerabilities: These are the weaknesses or flaws in the system that expose it to the risk of a cyber 
attack. Vulnerabilities could be due to inadequate security practices, software bugs, or loopholes in the 
system design. For instance, outdated software without recent security patches or a weak password 
policy may serve as a vulnerability that cybercriminals can exploit.  

3. Likelihoods: Likelihood refers to the probability of a threat exploiting a vulnerability. This factor is a 
critical input to risk scoring and ranking. For example, a company using outdated software without 
proper security defenses is likely to face a higher risk of cyberattack than another company with 
updated and well-protected systems. 

4. Impacts: If a threat successfully exploits a vulnerability, the resultant negative effect on the 
organization is termed as the impact. Impacts can be financial (like, loss of revenue, fines for non-
compliance with data protection regulations), operational (for example, downtime, loss of 
productivity), or reputational (damage to brand image, loss of customer trust). For instance, the impact 
of a data breach could lead to a significant loss of customer data, which in turn could cause heavy 
financial penalties, loss of customer trust, and severe damage to the company's reputation. 

Using these four parameters, a company can evaluate and rank potential risks. Let's take an example; 
a financial organization has identified a threat; hackers trying to breach its customer data system. The 
vulnerability in this case is weak network security, and since bank information is a prime target for 
hackers, the likelihood is high. In case the threat is successful, the impact would be significant, 
considering the potential financial and legal repercussions. Therefore, this risk will be highly 
prioritized for mitigation.  

This approach of risk assessment helps in devising appropriate cybersecurity strategies and focuses on 
the highest risks, thereby aiding in better utilization of security resources. Continuous and rigorous 
risk assessments help ensure the company's data and networks are resilient to increasingly 
sophisticated cyber threats. 



Risk responses are chosen from the available options, 
prioritized, planned, tracked, and communicated  
1. Choosing risk responses: Risk responses are actions or series of actions that reduce the likelihood or 
impact of risk. In the cybersecurity context, there are typically four types of risk responses: Avoidance, 
Transference, Mitigation, and Acceptance. For instance, an organization might choose avoidance as a 
risk response by not using a vulnerable system. If using cloud services, they might transfer risk to the 
cloud service provider. Mitigation could be done by keeping security patches updated, while 
Acceptance is done when an organization identifies a low impact risk but decides to accept it because 
mitigation/remedy cost outweighs potential damage. 

2. Prioritizing risk responses: After identifying potential risks and determining suitable responses, 
these responses need to be prioritized. This is generally based on factors like the potential impact of 
the risk on the organization, the likelihood of the risk occurring, and the cost-effectiveness of the 
response. For example, a risk that could potentially shut down an organization's entire network 
infrastructure should obviously be prioritized over smaller, less damaging risks. 

3. Planning risk responses: Once risk responses are chosen and prioritized, a formal plan of action 
must be created. This plan should detail the steps involved in implementing each response, the 
timeframe for each action, and who will be responsible for implementing the response. This might 
involve improvements to security architecture, implementing additional security measures like 
firewalls or intruder detection systems, or initiating security awareness training for employees. 

4. Tracking risk responses: Tracking is an essential part of risk management to ensure the response 
strategies are being implemented effectively and risk is being decreased. This is usually done through 
regular monitoring, audits, and evaluation of Key Risk Indicators (KRIs) and Key Performance 
Indicators (KPIs). For example, if a response strategy involves implementing additional cybersecurity 
controls, ongoing monitoring will check for the effectiveness of these controls. 

5. Communicating risk responses: All these risk responses and plans should not remain insular but 
must be communicated to all relevant stakeholders. This includes not just the IT team but all 
employees, company leadership, and potentially customers and partners too. This can be achieved 



through a variety of methods such as presentations, reports, and meetings. Transparency in risk 
communication is key in not just reinforcing an organization's commitment to cybersecurity but also 
ensuring everyone understands their role in mitigating risks. 

Changes and exceptions are managed, assessed for risk 
impact, recorded, and tracked  
Managing changes and exceptions begin when any modification or deviation is proposed to the 
existing systems. For instance, when there is a proposal to update a software program, an encryption 
system, or a firewall, management initiates a process to oversee the suggested change. This could also 
apply to an exception like permitting a remote employee to bypass the VPN due to technical issues at 
their end. 

Next is the assessment for risk impact. The proposed change or exception is scrutinized for potential 
risks it might pose to the organizational cybersecurity environment. Suppose there is a software 
update. One would assess whether the update would introduce any vulnerabilities into the system or 
inadvertently provide new routes for cyber-attacks. In the case of allowing the remote employee to 
bypass the VPN, the risk could be unsecured data transmissions. 

The evaluation generally follows a risk assessment process, typically ranking risks based on their 
probability and impact. For example, a 'High' rank could be ordered for a seemingly harmless software 
update if, after testing, it is found that it exposes sensitive customer data. 

Once potential risks are identified and assessed, they are systematically recorded. A risk log or risk 
register is commonly used for this task, documenting all possible risks along with their nature, 
potential impacts, and proposed mitigation strategies. Taking our examples forward, the risks from the 
software update or the VPN bypass would be logged with full details of their potential consequences 
and any remediation measures to prevent or alleviate these problems. 

Lastly, every logged risk is monitored and tracked over time until it is addressed and potentially 
resolved. In our software update scenario, the team may choose a phased rollout to mitigate the risk. 
The risk status would be changed from 'Open' to 'In Progress.' Once the rollout is completed without 
any ensuing issues, the status would further shift to ‘Closed.' 



Processes for receiving, analyzing, and responding to 
vulnerability disclosures are established 
Vulnerability disclosures in cybersecurity involve the methodical revelation or sharing of information 
from individuals or organizations about a potential security weakness in a computer system or 
network. Establishing processes for receiving, analyzing, and responding to these disclosures 
significantly helps in managing cybersecurity risk. Here's a detailed look at how these processes work, 
using hypothetical examples: 

1. Receiving Vulnerability Disclosures: An organization should implement clear channels for 
communication when it comes to vulnerability disclosures. For instance, a designated email address 
(e.g., security@yourorganization.com) or a web-based form could function as a point of contact for 
anyone looking to share information about potential vulnerabilities. This could be from internal teams, 
external cybersecurity experts, customers, or users. For example, an employee from a software team 
might notice a flaw in the coding that might leave the system vulnerable to spear-phishing attacks. 
This employee could then use the designated channel to report the issue. 

2. Analyzing Vulnerability Disclosures: The next step is a careful analysis of the reports. The 
organization should have an expert, such as a Security Analyst, examine the disclosure for its potential 
impact and validity. The analyst will consider factors like the type of vulnerability, where it resides, and 
the potential harm it could cause to the system or business operations. For instance, the vulnerability 
reported by the employee might be a loophole that the analyst determines could potentially allow 
hackers to gain unauthorized access to secure company data. 

3. Prioritizing Vulnerabilities: Based on the analysis, the organization should then prioritize the action 
plan depending on the severity of the vulnerability. A risk scoring system, such as the Common 
Vulnerability Scoring System (CVSS), can prove valuable for this process. For example, if the spear-
phishing vulnerability has been marked with a high severity score, it should be prioritized over other 
less critical issues. 

4. Responding to Vulnerability Disclosures: After the vulnerabilities are analyzed and prioritized, the 
organization needs to respond to the disclosure. This step includes both internal and external 



communications. An internal response could involve the development and implementation of a patch 
or other mitigation steps to fix the vulnerability. For example, the software team may work to rectify 
the coding issue, while the IT department updates security protocols to prevent spear-phishing attacks.  

As for external communications, this could involve acknowledging the disclosure (if disclosed by a 
third party), advising customers/users about potential risks, and sharing steps they might need to take. 
For instance, customers may need to install an update once the patch is released or be alert for any 
potential phishing attempts during the interim. 

5. Tracking and Documentation: It’s also crucial to track the entire process for audit and regulatory 
purposes. Proper documentation will help the organization ensure accountability, gauge the 
effectiveness of their response and draw lessons for handling future vulnerability disclosures. 

By establishing these processes, an organization can have a proactive attitude towards cybersecurity 
threats that could increase its resilience against attacks and significantly improve its cybersecurity risk 
management approach. 

The authenticity and integrity of hardware and software are assessed prior to acquisition and use 
In the realm of cybersecurity, Identity Risk Assessment is a crucial subset of risk management that 
aims at minimizing the potential vulnerabilities linked with digital identities in a computing 
environment. The assessment is focused on effectively counteracting the possibility of identity theft, 
unauthorized access, impersonation, data breaches, and the resultant adverse events undermining the 
security and integrity of information systems. 

Identity risk assessment is a process that provides accurate and insightful details regarding potential 
threats, vulnerabilities, and security risks associated with personal or organizational digital identities. 
It helps organizations to evaluate multiple risks, develop relevant risk treatment plans, and manage 
identity risks through continual assessment in the rapidly evolving cyber environment. Moreover, it 
helps to ensure adherence to regulatory requirements related to privacy and data protection. 

The identity risk assessment process begins by identifying all digital identities in a system. In an 
organizational context, these identities could belong to employees, vendors, partners, machines, and 
more. These identities interact and attempt to access the system's information and resources every 



day. Hence, the frequency and depth of their interaction create an identity footprint which may pose 
potential risks to the system.  

The next step involves a meticulous analysis of the digital footprint. This generally entails a 
comprehensive audit of user credentials, system-level permissions, access history, and behavioral 
patterns associated with each identity. The analysis uncovers threats in the form of unauthorized access 
attempts, conspicuous behavior, potentially compromised credentials, and obsolete accounts.  

Following threat identification, the assessment goes further to evaluate the potential impact of the 
detected risks. Various factors like the behavior pattern, the type of data accessed, the reputation of the 
source, and more are considered at this stage. The evaluation could also utilize algorithms and 
intelligent systems to predict and rate the risks based on the potential damage and its probability.  

Cybersecurity teams then use this evaluation to prioritize remediation based on risk severity. The 
critical part of risk evaluations is not only spotting but also swiftly addressing security vulnerabilities. 
The cybersecurity action plan usually involves removing obsolete or unused accounts, enforcing 
stringent compliance regulations, employing multi-factor authentication, increasing employee 
security awareness, regular password updates, and anomaly detection to aid in efficient identity risk 
mitigation. 

In most firms, the entire identity risk assessment process is often carried out using Identity 
Governance and Administration (IGA) tools. These tools automate risk calculations, enable risk-based 
certifications, and provide an overview of identity-related risks across the enterprise.  

Securing Identity and Risk Assessment in Cybersecurity 
Securing identity focuses on safeguarding personal information to prevent unauthorized access, 
scams, impersonation, or theft. Here's the detailed list on how to secure identity in the context of 
cybersecurity: 

1. Password Protection: Create strong, unique passwords for each online account. Use a 
combination of letters, numbers, and special characters. 



2. Two-Factor Authentication (2FA): Enable Two-Factor Authentication on all accounts that support 
it. This requires a second form of identification, such as a text message or fingerprint, to access the 
account. 

3. Encryption: Encrypt your data whenever possible. This changes your data into code, which can 
only be decoded with a unique key. 

4. Account Monitoring: Regularly review your online accounts for any suspicious activity. Promptly 
report any unauthorized use. 

5. Personal Information Protection: Limit the amount of personal information shared online. 
Remove unnecessary personal details from social networking sites. 

6. Regular Updates: Keep your operating system, browser, antivirus, and other software updated. 
Regular updates often come with security enhancements. 

7. Identity Theft Protection Services: Consider using identity theft protection services. These 
services monitor personal information and alert you to any suspicious activity. 

8. Secure Connections: Use a secure and private internet connection, especially when accessing 
sensitive information. Avoid unsecured Wi-Fi networks.  

9. Phishing Awareness: Be vigilant about phishing attempts. Never click on suspicious links, 
downloads, or attachments.  

10. Employee Training: Educate employees (in an organizational context) about the importance of 
protecting their identities online and the potential risks of not doing so. 

Risk assessment involves identifying potential threats, vulnerabilities, and the impacts they can have 
on an organization. Here's the detailed list on how to conduct a risk assessment in the context of 
cybersecurity: 



1. Identify Assets: Make an inventory of all information and assets that need protection. Include 
databases, files, hardware, software, systems, etc. 

2. Identify Threats and Vulnerabilities: Utilize tools and techniques to identify potential threats 
and vulnerabilities that could impact your assets. This may include malware, phishing scams, DDoS 
attacks, unauthorized access, etc. 

3. Assess Impact: Determine the potential impact of each identified threat and vulnerability. This 
can be based on factors such as confidentiality, integrity, and availability. 

4. Risk Rating: Assign a risk rating to each identified threat and vulnerability based on its potential 
impact and the likelihood of occurrence. 

5. Implement Controls: Develop and implement security controls to mitigate identified risks. This 
can include firewalls, intrusion detection systems, encryption, access controls, etc. 

6. Regular Audits: Regularly audit your cybersecurity measures for effectiveness and update them 
as necessary. 

7. Develop a Risk Management Plan: Create a thorough plan that outlines how to manage and 
mitigate identified risks. This plan should include emergency procedures, responsibilities, and 
recovery strategies. 

8. Testing and Simulation: Perform regular testing and simulations to assess your system's ability 
to withstand cyber threats. 

9. Education and Awareness: Train employees on the importance of cybersecurity, potential 
threats, and the necessary preventive measures. 

10. Stay Updated: Stay informed about the latest cyber threats and security practices. Update your 
risk management plan as needed. 



Both securing identity and risk assessment are crucial in maintaining strong cybersecurity. By carrying 
out these steps, you can significantly reduce the risk of cyber attacks and ensure safety, privacy, and 
integrity of your data. 

IDENTITY IMPROVEMENT 

Improvement (ID.IM): Improvements to organizational cybersecurity risk management processes, 
procedures and activities are identified across all Framework Functions. 

Continuous evaluation is applied to identify improvements 
Continuous evaluation is a critical process often applied to identify improvements, in various fields 
and disciplines. However, it has an exceptional bearing in cybersecurity, where a proactive approach 
such as this is a valuable asset. This concept goes hand in hand with the continuous monitoring of 
information systems considering cyber threats' dynamic and evolving nature. A continuous evaluation 
process enables the system administrators to uncover potential vulnerabilities and eliminate them 
before they become severe security risks.  

To understand the significance and application of continuous evaluation, let us take a practical 
example from the cybersecurity framework. Assume a multi-national organization has an extensive IT 
infrastructure consisting of various systems, networks, and servers. Each of these elements may be 
susceptible to various forms of cyber threats from the internal or external environment. To ensure 
these vulnerabilities do not materialize into severe security breaches, the organization adopts a 
continuous evaluation process.  

In the initial stage of this continual evaluation process, the organization defines the information 
system's mission, objectives, and criticality. The system's sensitivity is identified and recorded for 
future reference. The next step involves categorizing the information system according to its impacts 
on the organization.  

For instance, if the system falls prey to cyber threats, it would result in massive losses or significantly 
increase the operational costs. Thus, the system is classified under high-risk elements that warrant 



constant monitoring and evaluation. Conversely, if the system, when compromised, doesn't 
significantly affect the operational or strategic interests, it falls into a low-risk category that requires 
less stringent monitoring.  

The next step is the continuous evaluation of the categorized systems. Security controls are applied, 
depending on the risks associated. Ideally, higher-risk systems have stronger controls and vice versa. 
The efficiency of these controls is then regularly evaluated to ensure they offer the required level of 
protection.  

Potential risks not identified during the initial stages crop up during the continuous evaluation. The 
company will then use these discoveries to enhance the cybersecurity framework. For instance, 
identifying frequent attempts to breach a previously low-risk system. It would prompt an update on 
the risk-level of the system, thereby improving the management of cybersecurity assets. The 
organization can also optimize security control strategies, shift resources, and redefine risk priorities 
based on the continuous evaluation's outcomes. 

Thus, continuous evaluation helps in uncovering vulnerabilities beforehand, putting security 
measures in place, and ensuring ever-improving security system resilience in the face of evolving 
threats. The discovered vulnerabilities can also serve as a source of learning, enabling the system 
administrators to develop better strategies to counter similar threats in the future. Above all, 
continuous evaluation ensures that the organization's cyber threat readiness is always at its peak, 
adapting to new information, threats, resources, and technologies such that the cybersecurity system 
only becomes better with time. 

Security tests and exercises, including those done in 
coordination with suppliers and relevant third parties, are 
conducted to identify improvements  
Security tests and exercises are essential components in the realm of cybersecurity. They are the front 
line tools to keep a system's integrity intact while offering an assessment of potential vulnerabilities 
and possible countermeasures. Often, these exercises are not solely benefiting the organization but 
are also done in coordination with suppliers and relevant third parties to assure collective cyber 
resilience and identity improvements.  



For instance, penetration testing, commonly known as “pen testing,” is often utilized. This process 
involves authorized simulated attacks on an organization's cyber system to evaluate its defenses and 
learn potential improvements. It not only helps the companies safeguard their infrastructure but also 
provides insights to the suppliers and third-party associations about their product vulnerabilities. 
Indeed, these tests could lead their developers to improve their security components, thus enhancing 
the overall identity security.  

Additionally, an example of an exercise would be Red Teaming, which involves a group of white-hat 
hackers mimicking the techniques used by real hackers. This strategy not only tests the security 
systems in place but also the organization’s ability to detect and respond to these attacks. The firms 
could then better tailor and bolster their security policies and procedures, depending on where the 
breaches occurred and how severe they were. Furthermore, the findings could prompt suppliers and 
third parties to develop more robust, tamper-proof technologies.  

Another highly beneficial exercise is the tabletop exercise, where a made-up scenario is presented, 
and the cybersecurity team discusses how to respond. For example, a scenario could involve a 
ransomware attack on the server that holds the keys to the online identities of all employees. The 
response and recovery strategies discussed and developed in the exercise would improve identity 
protection in the face of such an actual attack. 

Coordinating with suppliers and relevant third parties in these security exercises can also open up 
areas for enhancement. For instance, a supplier's access control systems might not integrate well with 
the organization's infrastructure during testing, indicating a need for better compatibility. Similarly, 
third-party encryption software might need enhancements to better secure identification data during 
transmission.  

Moreover, regular security audits of third-party partners can help pinpoint areas requiring 
enhancement. For example, if it's discovered through the audit that a third-party partner’s employee 
access management is not up to par, this could lead to implementing strategies to improve identity 
verification procedures, thus strengthening the overall cybersecurity posture.  



Lessons learned during execution of operational processes, 
procedures, and activities are used to identify 
improvements  
Operational processes, procedures, and activities in cybersecurity serve as robust guides that help 
organizations maintain an orderly flow of activities while mitigating potential security threats. 
However, the effectiveness of these guidelines may not always be impeccable and might require 
continuous modifications. The execution phase often provides insights and experiences that are key to 
identifying improvements in these operational strategies. Lessons learned during this stage are 
invaluable in strengthening the cybersecurity posture of an organization by promoting knowledge 
sharing, reducing risks, and continually improving the organization's process maturity. 

Scenario 1: Detecting New Vulnerabilities  

For instance, consider an incident where an IT firm encounters a new form of phishing attack while 
operating its email management system. The firm's IT security personnel were able to detect the 
anomaly and avert a potential breach. However, the incident points to a gap in the company's email 
security protocol that didn't account for this kind of sophisticated attack. The experience serves as a 
vital lesson for the organization, instigating them to enhance their protocols by integrating 
mechanisms capable of countering such innovative phishing threats. 

Scenario 2: Exploitation of Unpatched Software  

In another incident, if an organization falls victim to a malware attack because of an unpatched 
software, it exposes a significant vulnerability in the system and an oversight in the patch 
management process. The incident triggers a review of the patch management process, identifies the 
negligence, and serves as a lesson to the creating of a system that emphasizes regular updates and 
patches to minimize vulnerabilities.  

Scenario 3: Inadequate user awareness training  



A common security challenge organizations face is linked to user behavior and inadequate 
cybersecurity awareness among staff. For example, if an employee unintentionally downloads a 
malicious file thinking it's a regular software update, it shows gaps in the organization's cybersecurity 
awareness training. The incident would narrate the necessity for comprehensive and regular 
cybersecurity training for all employees. 

These examples illustrate how lessons learned from the execution of operational processes can drive 
improvements in cybersecurity. Each of these experiences triggers the need for re-evaluating current 
practices, exploring innovative solutions, and bolstering an organization's defense mechanisms.  

It's worth noting that learning from these experiences isn't just about resolving the issues at hand. It 
extends to developing a proactive culture within the organization that seeks constant improvement, 
anticipates potential threats and challenges, and proactively strategizes actions to keep the 
organization's systems, data, and networks secure. Incidents can always occur, but taking these lessons 
on board and working towards prevalent threat detection, prevention, and resolution can enhance the 
cybersecurity identity improvement process considerably. 

Cybersecurity plans that affect operations are 
communicated, maintained, and improved  
One primary aspect where the cybersecurity plan affects operations is in the authentication process. 
For example, suppose a company implements two-factor authentication to access sensitive resources. 
Employees would then be required to input not only their passwords but also validate their identity 
through a secondary device. While this additional layer of security protects the system from 
unauthorized access, it might slow some operations if the employees need to access these resources 
frequently. This trade-off between security and efficiency would need to be balanced depending on the 
company's operations and addressed and communicated clearly in the cybersecurity plan. 

The process of maintaining and updating software and system infrastructure may also affect 
operations as it may involve system downtime. For instance, suppose a comprehensive cybersecurity 
plan mandates that the company’s servers need regular updates and maintenance to patch potential 
security vulnerabilities. While this upkeep will help keep the system secure, it may potentially disrupt 



normal working hours or access to information. Another example could be if the company uses cloud 
storage, the plan might involve frequently synchronizing and backing up data, potentially slowing 
down network speeds during these periods. 

Continual improvements in cybersecurity plans could also impact the way operations are performed. 
For instance, suppose a company moves from a standard firewall to a next-generation one, enabling 
better security through integrated intrusion prevention systems. While tighter security is ensured, new 
training sessions would need to be conducted to properly implement this improvement in the system, 
which could directly affect operations. 

Moreover, communicating these plans is critical to ensuring they are effectively implemented. For 
instance, if the company is transitioning to a new encrypted email platform, the IT department must 
clearly communicate how to use the new system, why the change is necessary, and what employees 
can do to ease their transition. Clear communication reduces user errors, which are often the source of 
vulnerabilities. 

Improvement in identity-related cybersecurity involves enhancing the methods and processes of 
identification and authentication to minimize the risks of unauthorized access. The main goal is to 
prevent security breaches that can lead to loss or theft of sensitive data. This can be achieved through 
various ways. 

One way is by implementing strong password protocols to ensure that passwords are complex and 
hard to crack. This can include enforcing rules such as using a mix of letters, numbers, and special 
characters, regularly changing passwords, and not reusing old passwords. 

Another way is by adopting advanced authentication methods like MFA or biometric verification. These 
provide an additional layer of security by requiring users to verify their identity using more than one 
method. 

Improvement also involves keeping cybersecurity software and systems updated to ensure that they 
can effectively counter the latest threats. Regularly monitoring and auditing access logs can help 
detect any suspicious activity early on, preventing potential breaches.  



Continuous training and education of employees about the importance of cybersecurity and the role 
they play in maintaining it is essential. This includes educating them about the dangers of phishing 
scams, the importance of password security, and the correct procedures for reporting suspected 
security incidents. 

Identity and its improvement in cybersecurity involves ensuring that systems and networks are reliably 
able to identify and authenticate their users, thus safeguarding essential data from unauthorized 
access and potential breaches. The challenge is constantly developing as cyber attackers become more 
sophisticated, therefore, methods for improving identity processes should also continue to evolve. 

Step-By-Step Guide to Identity Improvement in 
Cybersecurity 
This step-by-step guide will walk you through the process of improving identity security to lessen the 
chances of cyber attacks and security breaches. 

Step 1: Assess Current Status 

The first step involves assessing the current state of your cybersecurity protocols. Determine how you 
are currently managing users' identities and access rights. This process includes assessing the strength 
of your existing password systems, examining the authentication methods in place, and gauging how 
secure your data encryption is. Understand where your system falls short and where there’s room for 
enhancement. 

Step 2: Establish robust security policies 

Formulate strict password protocols: Have powerful and unpredictable password policies that 
encourage end-users to incorporate special characters, numbers, and both lower and uppercase letters 
in their passwords. Moreover, have a system where users' passwords expire periodically, necessitating 
them to change it. 

Step 3: Implement Multifactor Authentication 



Multifactor authentication (MFA) is an essential element of identity improvement. This system requires 
more than one piece of evidence to authenticate a user, adding an additional layer of security. 
Implement an MFA system that includes something the user knows (password), something the user 
has (authenticator app or token), and something the user is (biometrics). 

Step 4: Define User Roles and Access Privilege 

Reforming the access privilege according to user roles is crucial. Some users need more access than 
others, depending on their job requirements. Defining roles can help reduce the risk of internal 
threats and data breaches.  

Step 5: Use Encryption 

Data encryption is a must for securing sensitive information. It scrambles the information into an 
unreadable format, which can only be interpreted with the right encryption key.  

Step 6: Regular Audits 

Regular audits help identify any issues or vulnerabilities in your system. They can uncover any unusual 
activity, detect potential threats, and give insights into users’ access privilege.  

Step 7: Regular Training and Education 

Keep your staff updated about the rising trends in cyber threats and the best practices to counter 
them. Regular workshops or training sessions will ensure that they understand the importance of 
identity security and are vigilant about potential threats. 

Step 8: Deploy an Identity and Access Management (IAM) Solution 

Deploying an IAM solution can help to streamline the process of managing digital identities. These 
systems manage, store, and verify identities efficiently, enhancing your overall cybersecurity posture. 

Step 9: Regular updates 



Routine system updates are crucial as they often contain fixes to known vulnerabilities. By updating 
your system regularly, you reduce the risk of being the victim of an exploitation of a known 
vulnerability. 



CYBERSECURITY 
PROTECT 
Use safeguards to prevent or reduce cybersecurity risk.



IDENTITY MANAGEMENT, 
AUTHENTICATION AND ACCESS 
CONTROLS 

Identity Management, Authentication, and Access Control (PR.AA): Access to physical and logical assets 
is limited to authorized users, services, and hardware, and is managed commensurate with the 
assessed risk of unauthorized access. 
  

Identities and credentials for authorized users, services, and 
hardware are managed by the organization  
Identity Management (IM) refers to the entire administrative process of managing the digital 
identities within an enterprise. This umbrella term involves managing the administration of individual 
identities, their authentication, authorization, and privileges within or across system and enterprise 
boundaries, with the goal of enhancing the security of the business environment. The core of Identity 
Management is the creation, termination, and modification of user's identities and their associated 
rights and permissions. 

The core concepts tied to Identity Management within an organization include the following: 

1. Identification: The step where a potential user claims an identity such as a username, employee 
number, etc. For example, any new employee joining the organization is assigned a unique employee 
identification number. 

2. Authentication: Once an identity is claimed, the user must prove their right to the identity - this 
typically requires something the user knows such as a password; something the user has such as a 
token; or something the user is such as a fingerprint or retina scan. For instance, to authenticate to the 
organization's server, an IT system analyst might use a RFID security token and a password. 



3. Authorization: After being recognized and authenticated, a user is allowed to perform certain 
predefined actions based on their permissions. For example, an HR Manager might be authorized to 
access the HR data but not the financial data within the same organization. 

4. Personalization: It refers to an individual's unique set of rights and preferences which determine 
the levels of access. For example, a marketing manager would need different sets of tools and 
resources as compared to an operations manager. 

5. Directory Services: This provides a central repository for identity information and allows users to find 
and access the resources they need. 

The way credentials for authorized users, services, and hardware are managed within an organization 
depends largely on policies, procedures, and technologies put into place. This many include the use of 
an Identity and Access Management (IAM) system like Microsoft's Active Directory, Oracle Identity 
Manager, or protocols like OAuth, etc. that assist in managing identities in a centralized or distributed 
manner. 

Credentials such as usernames, passwords, tokens, smart cards, digital certificates, etc., are used to 
authenticate and authorize users, services, and even devices. For example, an IT administrator might 
use a unique username-password combination. On entering these credentials, the IAM system will 
validate the entered credentials against the stored values in the directory services, thus authenticating 
the user. 

For devices or hardware the concepts are similar but the way identities are assigned and authenticated 
might differ. For instance, a printer in the network may have a unique IP address as its identity and use 
a digital certificate to authenticate itself to the network. 

In a nutshell, organizations not only assign and manage identities for each user, services, and 
hardware in their ecosystem but also determine exactly what these entities are authorized to do or 
access. Appropriate Identity Management is crucial for any organization to protect confidential and 
business-critical information from unauthorized access and maintain regulatory compliance. 
    



Identities are proofed and bound to credentials based on 
the context of interactions  
Identity management, authentication, and access controls are integral components of maintaining 
security, privacy, and integrity in digital interactions for individuals and organizations. Context of 
interactions here pertains to the circumstances or situation involving a user's access or usage of a 
system and the roles, privileges, and responsibilities allotted to them.   

In the realm of digital access and security, an "identity" is a unique representation of an individual or a 
system component in a given context. It is encapsulated by traits or attributes such as names, 
usernames, or digital images, and can extend to include a job role, permissions, responsibilities, and 
behaviors.  

This identity is then bound to specific credentials; these are typically information that the individual 
knows, has, or inherently knows. Examples of these credentials can be passwords, smart cards, mobile 
devices or biometric data respectively. The purpose of this credential binding is to assert or prove the 
claimed identity's validity whenever the individual tries to access an application, network, or device.  

For example, when you want to access your online banking account, you are asked to provide your 
username and password. These inputs are your credentials that are tied to your identity. If you enter 
the correct credential, then the bank’s system authenticates your identity by verifying that the 
username and password combination matches the one they have on record. 

Implementation of robust identity management protocols ensures that each user identity is 
steadfastly linked to their actions within the system and can be held accountable for them. These 
protocols span identity registering, provisioning, and de-provisioning, as well as assigning and 
revoking access rights as needed. Allowing controlled access to resources based on users’ identity can 
significantly reduce potential security breaches risks. 

Access controls then, govern the level of access attached to an identity. Ranging from read-only access 
in a database to administrative privileges in a system, these controls impose constraints to ensure that 
an identity can only perform actions they are qualified for. For instance, in a hospital setting, while a 



nurse might only have access to basic patient info, a consulting doctor might have broader access, 
extending to detailed health histories.  

Users, services, and hardware are authenticated 
1. User Authentication: 

User authentication is the process of determining whether someone or something is in fact who or 
what it declares itself to be. The most common method of user authentication is by use of a username 
and password. More sophisticated systems may use multi-factor authentication, which requires more 
than one form of verification. This could include something a user knows (e.g., a password), something 
a user has (e.g., a mobile device or a smart card), or something a user is (e.g., a fingerprint or other 
biometric measure). 

For instance, on a regular online banking system, a user might be asked to enter their user ID and 
password. This process is the first-layer user authentication, confirming whether the username and 
password entered match the database's information. Additionally, it might be followed up with a 
second-step verification process where a code is sent to the user's mobile, which they must enter on 
the banking website to complete transaction, adding another layer of user authentication. 

2. Authentication of Services: 

Authenticating services involves ensuring that a specific service is genuine, available and is being 
provided by a trusted source. A common method for this is the use of Secure Sockets Layer (SSL) or 
Transport Layer Security (TLS) to establish an encrypted link between a server and a client. This link 
ensures that all data passed between the server and the client remain private and integral.  

For example, when using an e-commerce website, the browser will try to establish a secure, encrypted 
connection with the e-commerce server. This is visible to the user as the 'HTTPS' prefix in the website 
URL or a padlock symbol in the browser's address bar. If the server's identity can be authenticated, the 
secure connection is established and the user can safely interact with the service. 

3. Hardware Authentication: 



Hardware authentication refers to a device, rather than a person, proving its identity. This process is 
crucial for ensuring that interactions between hardware components, like servers, switches, routers, 
are legitimate. Some common methods of hardware authentication include using pre-shared keys, 
certificates, or biometric identification. 

For example, in a corporate network, each computer might have a MAC (Media Access Control) address 
- a unique identifier assigned to the network interface controller. The system’s network switch could be 
configured to only allow connections from specific MAC addresses, thereby enabling a form of 
hardware authentication.  

Moreover, security systems like mobile phones may demand hardware authentication, such as 
fingerprint or facial recognition. Here, the user’s face or fingerprint is converted into data, securely 
stored, and compared with subsequent login attempts to confirm their identity. 

Thus, by authenticating users, services, and hardware, organizations can ensure secure access control, 
allowing only verified identities to interact with their resources, thereby safeguarding their systems 
against attacks and breaches. 

Identity assertions are protected, conveyed, and verified 
The protection of identity assertion often starts with the registration of the user or the system. For 
example, when a new user creates an account on a website, they provide certain personal information: 
their name, email address, password, and possible recovery questions. This information is stored 
securely in a database, forming the basis of the user's digital identity. The protection of this 
information is vital. Both in transit (i.e. when it's moving from the user's endpoint device to the server) 
and at rest (i.e., when it's stored in the database), the information needs to be encrypted to protect it 
from unauthorized access or attacks.  

Upon every subsequent login attempt, this information is conveyed to the system in a secure manner 
by the user. Protocols like Secure Sockets Layer (SSL) or Transport Layer Security (TLS) are most 
common for this purpose. For instance, when a user enters their username and password on a 
platform, this information is conveyed to the server through these secure protocols. They ensure the 



data transmitted between the user and the server is encrypted, preventing possible interception by 
attackers. 

After the identity information is conveyed, the system must then perform identity verification. The 
provided username or email is checked against the stored records. If a match is found, the system then 
verifies the entered password against the stored password. In most secure systems, this is not a 
straightforward match, as passwords are usually kept in a hashed form. A match confirms the 
authenticity of the user, granting them access. Capabilities like Multi-Factor Authentication (MFA) add 
another layer of security in this step. Here, users need to verify their identity through multiple 
methods like one-time passwords sent to their phones or fingerprint scans, in addition to username-
password verification. 

A real-world example can be seen in how banks operate their online services. Banks use identity 
assertion methods to protect the identity, convey it when a customer logs in to their account, and verify 
it to allow access to financial information and services. The bank's server protects the identity 
information provided by the customer at the time of online account setup. SSL/TLS is used when the 
customer conveys their identity to the server by entering their username and password. The server 
then verifies the conveyed information against the stored records before granting access. 

Therefore, the protection, conveyance, and verification of identity assertions are key processes in 
ensuring secure access to systems. By employing robust methods and technologies, businesses and 
organizations can protect the confidentiality, integrity, and availability of their systems while also 
ensuring their users' identities are properly asserted and managed. 

Access permissions, entitlements, and authorizations are 
defined in a policy, managed, enforced, and reviewed, and 
incorporate the principles of least privilege and separation 
of duties 

    



Physical access to assets is managed, monitored, and 
enforced commensurate with risk 
Access Permissions generally refer to the privileges granted to a user enabling them to interact with 
specific files, services, or other digital resources. For instance, an HR employee might have access 
permission to view and edit employee data but would not have permission to change the company's 
financial records. 

Entitlements involve the rights or privileges that users or groups are entitled to. As rights granted to a 
user are entitlements, they translate the level of access a user has within a system or resource. For 
example, a senior developer, apart from being able to access code repositories, might have 
entitlements to approve code changes or deploy applications. 

Authorizations refer to granting or refusing rights which include permissions and entitlements. 
Specifically in Identity Management, authorization validates a user's rights to access different 
resources. For instance, a database may grant read, write, and execute authorizations to certain users 
based on their identity and roles in the organization. 

In managing these permissions, authorizations, and entitlements, it’s necessary to incorporate two 
significant security principles, least privilege and separation of duties. 

The principle of least privilege (PoLP) suggests that any user should be given the minimum levels of 
access – or permissions – needed to complete their job functions. This limits the exposure of sensitive 
systems and data to potential threats. For example, a customer service agent would only have access to 
those resources necessary to address customer queries and would not be able to access sensitive 
financial systems without a legitimate reason. 

Separation of duties (SoD) is another critical principle aimed at reducing the chances of accidental or 
deliberate system misuse. It ensures that one person does not have control over two or more phases of 
a critical process. For example, a person who creates a user account (job A) should not be the same 
person who authorizes the access rights (job B). This separation reduces risk by dividing actions 
needed for a process across different roles and individuals. 



These above elements, collectively, are features of a policy and should be adequately managed, 
reviewed, and enforced. Changes should be approved only after the reviewing process adheres to the 
principle of least privilege and ensures separation of duties. In an ideal security framework, 
management should also incorporate regular audits to confirm that granted access is not excessive 
and is still needed, maintaining efficiency and security across all systems and roles. 

Identity management, often referred to as ID management, Identity and Access Management (IAM), or 
Identity Management and Access Control (IMAC), is an umbrella term that encompasses the processes, 
technologies, and policies employed to manage and secure access to the resources of a system in an 
online environment. These resources may include computers, networks, or data. In the domain of 
cybersecurity, identity management is a crucial component that allows for the proper authorization, 
authentication, and accounting (AAA) of individuals within a system. 

An effective identity management system plays a pivotal role in mitigating the risk of unauthorized 
access and thereby reducing potential damage from cyber-attacks such as data breaches, identity theft, 
or unauthorized network access. It aims to ensure that access to resources is controlled in a way that 
only the right individuals gain access to the right resources at the right times and for the right reasons. 

One of the critical elements of identity management is digital identity. A digital identity is a collection 
of electronic data that represents a user or system entity. It may consist of attributes such as 
usernames, passwords, online search activities, transaction histories, and other information that could 
uniquely identify the user entity within the system. 

Identity management can encompass various procedures and processes including: 

1. User Authentication: This process verifies the user's identity before granting access to the 
system. Access protocols might involve passwords, two-factor or multi-factor authentication methods 
involving biometrics, tokens, or other specified personal identification methods. 

2. Role-Based Access Control (RBAC): RBAC establishes the limits of a user's access within a 
system by assigning roles. Each role has specific privileges attached to it. 



3. Single Sign-On (SSO): SSO allows users to use a single set of credentials to access various 
systems or applications. 

4. Biometric Verification: It authenticates users by analyzing unique physical or behavioral traits 
such as fingerprints, voice patterns, retinal patterns, and signature styles. 

bThis involves maintaining, validating, and deleting user credentials. It also includes the management 
and storage of encryption keys, tokens, certificates, and other secure items. 

Following an efficient identity management strategy significantly boosts information security. It aids in 
meeting regulatory compliance requirements set by laws like HIPAA, GDPR, and SOX by ensuring that 
user access is monitored and controlled. It keeps a log of user access, changes, and other activities, 
which proves helpful for audit trails. 

Moreover, it enhances user experience by providing easy access, avoiding the need for remembering 
multiple passwords leading to increased productivity. Also, it offers greater visibility and control over 
user activities and resources, hence reducing potential security risks significantly. 

Many solutions are available in the market today that helps in implementing a robust identity 
management strategy. These solutions come with integrated tools and technologies that simplify the 
otherwise complex task of managing user identities while minimizing potential security threats. Some 
of these tools include Microsoft Azure Active Directory, Okta, Bitium, Centrify, OneLogin, and more. 

Authentication 
Authentication, in the field of cybersecurity, refers to the process of verifying the identity of a person, 
device, system, or process. It is a critical component of security systems and structures, which is aimed 
at protecting sensitive data and information from unauthorized access and potential harm.  

The authentication process incorporates numerous techniques to validate and confirm the identity of a 
user or a system. This procedure is based on one or more factors, typically classified into three main 
categories — the knowledge factors (what the users know), possessive factors (what the users have), 
and inherent factors (who the users are). 



Knowledge factors involve a user-provided piece of information such as a password, PIN, or an answer 
to a security question. The most common and traditional way of authenticating a user's identity is by 
asking the user to furnish a username and password. However, the accuracy and effectiveness of 
knowledge-based authentication can sometimes be compromised if the users share their login details 
or have weak or guessable passwords. 

Possession factors incorporate anything that the users have in their possession. It could be a physical 
item like an access card, a key fob, or it could be a software-based token such as a digital certificate. 
One-time passwords (OTPs) sent via SMS or emails to the users are also categorized under possession 
factors. Two-factor authentication (or 2FA), which is a subset of a broader concept called multi-factor 
authentication, uses possession factors along with knowledge factors simultaneously to create a more 
robust authentication process. 

Inherent factors include inherent attributes of the users like biometrics (fingerprint, retinal scan, facial 
recognition, etc.), voice recognition, or behavioral characteristics (signature, keystrokes, etc.). This type 
of authentication is considered to be the most secure as these factors are unique to each individual 
and are typically difficult to replicate or steal. 

Apart from these, there also exists location and time factors, where the user’s geolocation and login 
time are also considered as authentication factors. In recent years, continuous or adaptive 
authentication methods have also emerged, where user behavior and activities during a session are 
continuously monitored and assessed. 

In the cybersecurity landscape, authentication helps in preventing unauthorized access to networks, 
databases, and other potential targets of cybercrimes. It is a critical aspect of access control and 
identity management in the organizational environment, and acts as the first line of defense against 
potential data breaches or cyber-attacks. 

Access Control in Cybersecurity 



Access control is undeniably one of the most fundamental aspects of cybersecurity. It is a method that 
regulates who or what can view, use, or manipulate resources in a computing environment. It is a 
crucial concept in information security that minimizes risk to a business or organization by restricting 
access to its assets, applications, and systems. 

1. Types of Access Controls: 

In access control mechanisms, authorization policies are enforced by identifying users and verifying 
their credentials. Depending on such parameters, access control can be categorized into various 
models: 

a. Discretionary Access Control (DAC): In this model, the owner of a resource has the liberty to 
decide who is allowed access. The permissions are generally facilitated on the basis of the user ID or on 
the proofs of identity. 

b. Mandatory Access Control (MAC): This model doesn't give the owners the ultimate authority to 
decide. Instead, the system as a whole, under the system administrator's guidance, determines who 
gets to access a particular resource. 

c. Role-Based Access Control (RBAC): In the RBAC model, access is granted not considering the 
user's identity, but based on the role they play in the organization. The capabilities defined for a role 
are assigned to the users. 

d. Attribute-Based Access Control (ABAC): The ABAC model grants permissions based on 
attributes associated with the user, the resource being accessed, and environmental factors. This 
dynamic computing method allows for more complex controls than the previous models. 

2. Implementation: 

Access control implementation may be realized through various methodologies, such as Access 
Control Lists (ACL), where a list is maintained for every resource, specifying who can access it. Another 
way would be through Capability Lists (C-lists), where every user has a list of what resources they can 
access.  



Access control can also be implemented through tokens that function as electronic keys, 
authenticating that the user has been granted access. In more technologically intricate systems, 
biometrics - including fingerprints, voice recognition, or retinal scanning - can authorize users. 

3. Significance: 

Access control is not just about authorizing users. It also involves controlling what a user can do after 
access is granted. For example, it involves determination if the user has read, write, edit, delete, or 
share rights. 

Without a well-defined access control mechanism, an organization's systems and data are vulnerable 
to breaches and abuse. It is instrumental in not only securing sensitive information but also 
maintaining data integrity. Access control systems prevent unauthorized access, ensuring that only 
eligible, authenticated, and authorized entities can access the valuable resources - part of an overall 
cybersecurity strategy to protect organizational data. 

4. Challenges:  

While access controls serve as significant barriers against threats, they also come with challenges. One 
of these challenges includes managing permissions for large numbers of users, which can be complex 
and time-consuming. Insider threats are another challenge, with some organizations failing to 
adequately monitor and control internal access to sensitive data. 

Identity Management, Authentication and Access Control are critical components of cybersecurity 
designed to protect systems and data from unauthorized access. They involve strategies and 
technologies for ensuring that the right individuals access the right resources at the right times and for 
the right reasons.  

Here's a detailed step-by-step guideline on how to secure 
these areas:  



1. Design a comprehensive Identity Management Strategy: 

Identity management is the first step to securing your infrastructure. It involves creating unique 
identifiers for users or entities that access your system. Start by mapping out all the touchpoints that 
need to be secured. 

2. Develop an Identity Repository: 

Create a collection or database to store user identities. This needs to be a secure location, with access 
restricted to necessary parties. 

3. Implement Robust Authentication Systems: 

Authentication confirms the identity of a user trying to gain access to your system. This might involve: 
    - Passwords: Ensure they're strong by incorporating multi-factor authentication where possible. 
    - Security Tokens: Implement hardware or software tokens that can provide a second layer of security 
beyond just a username and password.  
    - Biometric scans: Use fingerprint or facial recognition scans for an added layer of security. 

4. Impose Strict Access Controls:  

Once the identity has been verified, access control determines what resources a user can interact with. 
There are several models to consider such as Role-Based Access Control (RBAC), Discretionary Access 
Control (DAC), or Mandatory Access Control (MAC). 

5. Frequent Audits:  

Regularly review and monitor user access and authentication logs to identify any unusual activities. 
This can help discover any potential security threats or breaches. 

6. Incorporate Identity and Access Management (IAM) Tools:  



IAM tools are software systems that manage digital identities and access rights. They not only simplify 
processes but also add an extra layer of security. 

7. Regular Education and Training:  

Conduct regular training sessions with all employees about the importance of cybersecurity, the 
dangers of weak passwords, and the necessity of strictly following access control policies. 

8. Implement Principle of Least Privilege (PoLP): 

Each user should be given the least number of privileges necessary to perform their job functions. This 
limits the potential damage from accidents or malicious actions. 

9. Incorporate Single Sign On (SSO) and Social Login:  

SSO allows users to use one set of login credentials to access several applications. Social logins permit 
users to sign into third-party sites using their profiles from a social network. These save users from 
remembering multiple user names and passwords, reducing the chance of weak password usage.  

10. Regular updates and Validation:  

Keep all systems, particularly your IAM tools, up to date to ensure you're protected against known 
vulnerabilities. Validate security configurations and access controls regularly to ensure they remain 
effective.  

11. Periodic Reviews & De-Provisioning: 

Regularly review user access and remove access rights from employees who no longer require it, e.g., 
those who have left the company. 

12. Backup and Recovery Plan:  



In the event of a cyber breach, it’s essential to have a strong backup and recovery plan to minimize 
business disruption and data loss.  

AWARENESS TRAINING 

Awareness and Training (PR.AT): The organization’s personnel are provided cybersecurity awareness 
and training so they can perform their cybersecurity-related tasks. 

Users are provided awareness and training so they possess 
the knowledge and skills to perform general tasks with 
security risks in mind     
Awareness and Training, in the context of information security, is a crucial aspect that supports the 
ability of a business or organization to protect its information systems and data. Users of these systems 
(both employees and clients) need to possess a certain degree of knowledge and skills to accomplish 
their tasks securely, thereby reducing potential security risks. 

To start with, Awareness implies conveying to the users the scope and significance of the risks linked 
with their activities and the systems they use. An example can be an introductory session on phishing 
scams, where they are made aware of what phishing is, how it could potentially affect them, and the 
common signs that an email or a website may be a phishing attempt. This high-level knowledge of 
such direct implications motivate them to be more cautious, in an attempt to protect themselves, and 
indirectly the organization and its sensitive data. 

Featured Training sessions can be organized regularly or as per the necessity dictated by security 
incidences and arising threats. These are targeted towards offering the users the knowledge needed to 
identify and prevent security threats, and the skills to respond properly when such threats are 
encountered. For example, a workshop on securing passwords can teach employees methods to 
generate and remember strong passwords, and why they should change them regularly. This 
empowers employees to protect their digital identities, which is often the first line of defense against 
cyber-attacks. 



Moreover, in organizations dealing with more critical data like financial or health care institutions, 
specialized training modules can be designed. These can focus on the legal and ethical implications of 
mishandling data, or the correct protocols to follow when encountering a potential data breach, 
among others. 

Regular assessments should also be part of the program to measure the effectiveness of the 
awareness and training. These could take the form of voluntary quizzes, simulations or mandatory 
tests. For instance, sending a dummy phishing email to see who clicks the link, which then are 
subjected to more targeted training regarding such scams. 

Individuals in specialized roles are provided awareness and 
training so they possess the knowledge and skills to 
perform relevant tasks with security risks in mind 
In order to decrease the vulnerabilities from human error in organizational settings, a comprehensive 
approach of delivering awareness and training becomes vital. This approach effectively enhances the 
knowledge base, skills, and overall security awareness of individuals assigned to specialized roles 
within the organization. Their understanding and actions, learned through these specific training 
programs, can escalate the defense mechanism against the potential security threats. 

This is certainly the case for anyone working in IT, especially those charged with maintaining a 
company's network security. For instance, network administrators may undergo rigorous training that 
allows them to be informed about recognizing suspicious patterns in network traffic frequently 
indicative of a security breach. They also would be trained on how to effectively respond to these 
threats and prevent them from causing significant damage. 

Another example would be executives and decision-makers within a company. The specific awareness 
training for this group would focus on topics such as business continuity planning, risk management, 
and the financial and reputational impacts of security breaches. Training sessions might also include 
engaging activities or simulations, providing a deeper understanding of the consequences of various 
decisions made during hypothetical security incidents. 



Similarly, employees in HR or those involved in the onboarding of new staff might receive training on 
the best practices for setting up secure accounts, including enforcing policies on password complexity 
and confidentiality agreements. Additionally, they'd be trained in the protocols for terminating access 
when an employee leaves the company. 

For those working in sectors such as finance or healthcare, where data privacy concerns are high, 
awareness training would also include specific classes on relevant legislation, such as GDPR or HIPAA. 
For example, healthcare personnel would be trained on the importance of protecting patients' 
personal health information (PHI) and on the fines and sanctions that may stem from failing to do so. 

Lastly, customer service personnel would have training designed to protect against social engineering 
attacks, such as phishing or scams that may attempt to trick them into divulging sensitive company or 
customer information. 

Awareness training in the context of cybersecurity refers to a systematic process of educating 
employees about computer security. It aims to equip individuals with the knowledge and skills they 
require to protect themselves and their organization from potential security threats, such as phishing, 
malware, ransomware, or any other forms of cyberattacks. These training programs are typically part of 
an organization’s overall approach to mitigating cyber risk and protecting information systems and 
sensitive data. 

Cybersecurity awareness training involves familiarizing employees with the types of threats they 
might encounter in the nature of their work, teaching them how to recognize such threats, and 
instructing them on how to respond when they suspect a threat. As cyber threats continue to evolve, so 
too does the need for organizations and individuals to improve their digital defense by staying 
updated through comprehensive awareness training. 

The training includes hands-on simulations, assessments, and interactive modules that not only aim to 
educate but also to engage staff and facilitate their understanding of cyber threats. The simulated real-
world scenarios enable them to practice their response strategies and improve their strengths in 
identifying and fending off potential attacks. 



Key areas of emphasis might include password security, email safety, safe internet browsing, secure 
data handling and mobile device security. Awareness training also enlightens employees on the 
company's cybersecurity policies and explains the consequences of not adhering to them. Such 
training paints a clear picture of the potential risks, thus ensuring employees understand the 
importance of the organization's cybersecurity stance. 

Consider phishing, one of the most prevalent types of cyber threats, for instance. Employees are 
trained to identify the signs of phishing emails, such as poor grammar, unusual senders, strange 
email addresses, and links or attachments that seem suspicious. Apart from phishing, there could also 
be topics covering ransomware, social engineering fraud, malware, and physical security. 

The effectiveness of cybersecurity awareness training is often enhanced through continuous learning 
processes. Therefore, many organizations conduct these training programs periodically, sometimes 
annually or semi-annually, to refresh their employees' knowledge and introduce new or evolved 
threats. 

Reporting protocols also form part of cybersecurity awareness training. Here, employees learn the 
steps to take if they suspect they've encountered a cyber threat. This may include detailing how to 
properly document what happened and who to contact.  

In a rapidly changing digital environment, the threat landscape continually evolves. As such, 
cybersecurity awareness training is not a one-time event. It's an ongoing commitment that anticipates 
new threats, invests in updated training, and fosters a corporate culture where everyone takes 
cybersecurity seriously. 

By engaging in comprehensive, regularly updated cybersecurity awareness training, organizations can 
empower their employees to be the first line of defense, significantly reducing the risk of falling victim 
to cyberattacks. This clearly illustrates that human behavior is the most crucial element in preventing 
cyber threats, thereby strengthening the overall cybersecurity framework of an organization.  

Cybersecurity awareness training is a critical component of any organization's security infrastructure. It 
involves educating employees about the various threats they could face in cyberspace and how to 
effectively mitigate them. The end goal is to cultivate a culture of security mindfulness where everyone 



understands their role in protecting sensitive data. Here is a detailed step-by-step guide on how to 
conduct cybersecurity awareness training: 

1. Identify Your Training Objectives: Before the training begins, clear objectives must be defined. 
The goals should center on what employees should know and how they should apply that knowledge 
to protect your organization from cyber threats. For instance, objectives may include recognizing 
phishing scams, managing passwords securely, protecting customer data, and understanding 
company cybersecurity policies. 

2. Ascertain Your Audience: Knowing the audience and their level of technical understanding is 
crucial. For example, a marketer might need different training compared to an IT specialist. Always 
consider demographics, departments, and roles when preparing cybersecurity awareness training. 

3. Develop a Strategic Training Agenda: Based on the objectives and understanding of the 
audience, put together a comprehensive training agenda. It should outline important points like 
threat landscapes, the importance of cybersecurity, the do's and don’ts of online safety, basics of 
secure communication, incident response procedures, consequences of non-compliance, etc. 

4. Utilize Engaging Content Formats: To ensure the effectiveness of the training, it's important to 
use different content formats such as videos, infographics, webinars, interactive quizzes, and games. 
These mediums can make the learning more engaging and tangible. Simulated scenarios of different 
cyber threats like phishing, ransomware, or a social engineering attack can also be incorporated to 
enable a practical understanding. 

5. Customize Content With Relevant Examples: Incorporate familiar situations and potential 
scenarios specific to your organization and industry. This can make the content more relatable for your 
employees. Examples could include potential threats to sensitive client data or potential 
vulnerabilities in your company-specific software applications. 

6. Conduct the Training: Arrange a convenient time for the whole team to attend the training. It 
could be an in-person session, a virtual webinar, or an e-learning module to be completed individually 
in a stipulated time. Make sure to present the material in a clear, engaging, and uncomplicated 
manner. 



7. Frequent Assessments: Measure employee understanding through quizzes and practical 
assessments. This could be at the end of each module or at the end of the course. The assessments 
should not be just a formality, but should test the employee's critical thinking and problem-solving 
skills. 

8. Reinforce Training Regularly: Cybersecurity threats are constantly evolving, which calls for 
regular updates and refresher sessions. Whether it’s a monthly newsletter, quarterly training, or 
weekly update notifications, ensure to keep reminding your employees about cybersecurity best 
practices. 

9. Provide Continuous Feedback & Support: Provide your staff with feedback on their training 
assessments. Offer the necessary support to help them enhance their cybersecurity skills. Encourage 
them to report any issues or suspicious behavior, ensuring them that there is no penalty for reporting 
a potential problem, but rather, rewards for proactive actions. 

10. Review and Improve Your Training Program: Based on feedback from participants and 
changing cyber threat scenarios, review and update your training program periodically. Simulate real-
world cyber-attacks to test the effectiveness of your training and find areas for improvement. 

Companies should understand that cybersecurity awareness training is not a one-time event, but a 
continuous process. It demands both time and resources to imbue employees with essential 
knowledge and skills. However, it is an investment that can safeguard organizations from potentially 
disastrous cyber threats. 

DATA SECURITY 

Data Security (PR.DS): Data is managed consistent with the 
organization’s risk strategy to protect the confidentiality, integrity, and availability of information. 



The confidentiality, integrity, and availability of data-at-rest 
are protected 
Data security involves mainly three main pillars: Confidentiality, Integrity, and Availability, often 
denoted as the CIA triad. Protecting data-at-rest means using measures to safeguard data stored 
physically in any digital form in databases, data warehouses, spreadsheets, archives, tapes, off-site 
backups, mobile devices, etc.  

Confidentiality refers to ensuring that only authorized individuals, entities, or processes can access the 
data. This could mean individually encrypting sensitive files, anonymizing data or employing user 
access controls. For instance, a hospital storing patient records needs to ensure the confidentiality of 
these records. This would involve encryption methods such as Advanced Encryption Standard (AES) to 
convert the data into encoded form, making it unreadable to unauthorized users. Another way would 
be to employ role-based access control (RBAC); for example, only allowing doctors and authorized 
nurses to access certain patient records. 

Integrity involves protecting data from being altered, destroyed, or removed. This can be ensured by 
using checksum systems, file permissions, or version control. A financial institution, for instance, 
would need to make certain that their clients' transaction data is not tampered with. This can be 
achieved via hashing algorithms or digital signatures, which allow any alteration in the data to be 
instantly recognized. Another example of maintaining data integrity would be to implement database 
transactions with rollback, which ensures that changes in data can be undone in case of error or 
failure, keeping the data consistent. 

Availability pertains to the reliable and timely access to the data. This aspect is typically taken care of 
by having appropriate hardware configurations such as RAID (Redundant Array of Independent Disks) 
arrangements, regular data backups, and disaster recovery plans. For example, a cloud storage service 
provider needs to ensure that users' data is available whenever necessary. This can be achieved by 
ensuring that the storage system has redundant power supply, multiple network connections, and disk 
clustering. Another critical way to maintain availability is through regular data backup and 
synchronization, which may include off-site backups and use of cloud storage redundancy. 



Furthermore, a robust data security system involves periodic security audits and continuous 
monitoring and detection systems. Through audits, potential vulnerabilities or violations can be 
identified, and corrective measures can be taken. Monitoring and detection systems report anomalies 
and breaches as they occur, allowing a prompt response. 

The confidentiality, integrity, and availability of data-in-
transit are protected 
Data security is a critical concern for businesses and organizations that store, process, or transfer 
sensitive or personal data. The fundamental principles of data security are Confidentiality, Integrity, 
and Availability, often referred to by the acronym CIA. In terms of data-in-transit, these principles 
become particularly significant. Data-in-transit is data that is being transferred from one location to 
another, such as from a computer server to a client device or between servers in a network. 

Confidentiality ensures that information is only accessible to those individuals who are authorized to 
have access. When data is in-transit, it has a higher risk of interception by unauthorized parties. 
Protecting this data's confidentiality typically involves utilizing encryption methods. Encryption 
transforms the data into a string of unreadable characters, which can only be converted back into its 
original state by someone who holds the correct decryption key. A prime example is the Secure Sockets 
Layer (SSL) and its successor Transport Layer Security (TLS), encryption protocols commonly used for 
online transactions or sensitive communications over the web. 

Integrity refers to the guarantee that a piece of data remains unaltered during storage or transmission 
unless its change has been authorized. It’s about ensuring that data is accurately and reliably received, 
and any tampering with the information can be readily detected. Hashing and Message 
Authentication Codes (MAC) are common methods to maintain integrity in data-in-transit. For 
instance, in secure file transfer protocols such as SCP and SFTP, data being transferred is hashed, and 
this hash value is transmitted along with the data. Upon receipt, the data is hashed again, and if the 
two hash values match, the file's integrity is confirmed. 

The principle of Availability ensures that authorized users can access the required data whenever 
necessary. In the context of data-in-transit, it would mean efficient and reliable data delivery systems. 
Network redundancy, fault tolerance methods, and efficient routing protocols are frequently used 



means of ensuring availability. The use of load balancing, for instance, where data requests are 
distributed across several servers to prevent any single server from becoming a bottleneck, ensures 
the availability of data. 

In a nutshell, these three principles of data security (Confidentiality, Integrity, Availability) work 
together to protect data-in-transit against unauthorized disclosure, alteration, or denial of access. 
Regular monitoring, advanced technology, and improved enforcement policies are instrumental in 
safeguarding data privacy and security in today's data-driven world. 

Data is managed throughout its life cycle, including 
destruction  
Data Creation: The start of the data life cycle begins with data being created, either from scratch or 
deriving from existing data. Examples include employees generating sales reports, customer service 
records, or creating new product designs. At this stage, it is crucial to have controls that limit who can 
create data, what data they can create, and how they can create it. Measures, such as access controls 
and authentication protocols, can minimize the risk of unauthorized data creation and ensure that 
data is accurately captured and stored securely. 

Data Storage: As the data journey continues, it gets stored either in physical storage devices or cloud-
based systems. To secure data at this level, encryption methods are widely used. Encrypting data 
converts it into an unreadable format, which can only be decoded with decryption keys. For instance, 
when a retail store stores credit card information of customers, they are expected to adhere to Payment 
Card Industry Data Security Standard (PCI DSS) requirements which includes encrypting stored 
cardholder data. 

Data Use: This stage refers to the access or retrieval of stored data for various business purposes such 
as strategic decision-making, data analysis, report generation, etc. Implementing role-based access 
controls that allow only authorized personnel to access certain data can prevent data compromise. For 
example, in a hospital, only physicians involved in a patient's care should have access to the patient's 
health records. 



Data Sharing: This phase presents increased risk as data is shared with different users across various 
platforms. Data leakage prevention tools can be utilized to prevent sensitive data from being sent 
outside the network. For instance, financial institutions share customer data with credit bureaus, and 
this data transmission is expected to be done via secured channels. 

Data Archiving: Keeping data secure while it's rarely or no longer in active use but needs to be 
retained for future reference or regulatory compliance is another significant aspect. Effective archiving 
practices involve backing up data in an encrypted format and storing it securely. For example, banks 
are required to keep customer transaction data for at least six years. 

Data Destruction: The final phase of a data lifecycle, data destruction is as significant to data security as 
other steps. Deleting files or reformatting hard drives does not erase data completely. Proper data 
destruction practices include physical destruction of hardware, overwriting existing data using 
software, degaussing (demagnetizing), or secure deletion commands that meet industry standards 
like the Department of Defense's DoD 5220.22-M standard. This is important for, let's say, an IT firm 
that disposes of outdated servers which, unless thoroughly wiped, could expose sensitive client 
information. 

The confidentiality, integrity, and availability of data-in-use 
are protected  
Confidentiality refers to the act of protecting information from unauthorized access and disclosure. 
When applied to data-in-use, it means ensuring that no unauthorized user can access or see the data 
when it's actively being processed. For example, in a bank, when a customer's account details are 
being retrieved and processed for transactions, confidentiality ensures that only the authorized 
personnel, such as the bank employee handling the transaction, have access to this information. 
Unauthorized users should have no access to this data, eliminating the risk of a potential breach or 
misuse of sensitive data. 

With confidentiality measures in place, scenarios like unauthorized personnel accessing a customer’s 
financial transaction while it’s being processed are prevented. Cryptographic techniques like 
encryption can be used to ensure the confidentiality of data-in-use. Credential verification, access 



control lists (ACLs), and role-based access control (RBAC) are other mechanisms used to authenticate 
users and authorize access. 

Integrity involves maintaining the accuracy, consistency, and trustworthiness of data over its entire 
lifecycle. Effectively, this ensures data is unchanged from its source across processing and isn't 
corrupted intentionally or accidentally. For data in use, this could mean verifying that the data being 
processed is still in its original, unaltered form. 

For example, consider a healthcare environment where patient data is being processed for diagnosis. 
If a malicious user were to alter this data during processing, it could lead to incorrect treatment and 
negatively impact the patient's health. To prevent such incidents, data integrity measures like 
checksum and hash functions are used to detect and prevent unauthorized changes to data, ensuring 
that the data in use remains unaltered and accurate. 

Finally, availability ensures that authorized users can access and use the required data whenever 
needed. Keeping data-in-use available, particularly in real-time systems, is crucial. 

Think of an air traffic control system. Here, real-time data about flights is constantly being processed 
and should be available to the right parties when needed. If this data becomes unavailable due to a 
system crash or a denial of service attack, the results could be catastrophic. As such, data availability 
measures include data backup and recovery planning, system maintenance, and network optimization 
to prevent failures and ensure smooth, uninterrupted access to data-in-use. 

Backups of data are created, protected, maintained, and 
tested  
Creating backups consists of making copies of data to secure storage areas. The process is often 
automated and performed at regular intervals, for instance, daily, weekly, or monthly, depending on 
the value, relevance, and use of the data. For example, a bank may have scheduled nightly backups for 
all its customer account details. When creating these backups, encryption is often utilized to bolster 
data security. This process transforms readable data into unreadable cipher text, making it 
unintelligible to unauthorized individuals, even if they gain access. 



Data backups are protected using various techniques, such as user authentication, access control, 
encryption, and physical security. Passwords, biometrics and two-factor authentication are some 
methods used to restrict access to backups to authorized personnel only. For instance, a cloud service 
provider protecting backup data might not only require a password but also a secondary device 
verification or fingerprint recognition. In addition, secure physical locations, like off-site locations and 
data centres, are commonly used to store the hardware where backup data are held.  

Maintaining backups involves processes such as ensuring the backup software is up to date, replacing 
aging hardware, routinely checking the condition of the storage media, and monitoring the success or 
failure of scheduled backups. These processes help in identifying and rectifying issues before they 
cause data loss. For example, a backup management team in a corporation might regularly conduct 
audits of their data storage facility, checking on the state of hard-drives and updating necessary 
firmware. 

Testing backups verifies the effectiveness of the backup strategy and the reliability of the stored data. 
Recovery testing, an essential part, helps in ensuring that the data can indeed be restored from the 
backup in a usable state. For example, a healthcare provider might run a mock recovery scenario 
where they try to restore the medical records of hypothetical patients from backup.  

Evaluation should follow every test and results analysed in detail. Any errors or failures should be 
addressed immediately with appropriate measures. Further, as the technological environment evolves, 
and new threats emerge, these processes should be continually reviewed and updated to meet the 
changing landscape of data security.  

In the context of cybersecurity, data security signifies the practice of safeguarding digital data from 
unauthorized access, corruption, or theft throughout its lifecycle. It entails the implementation of 
policies, procedures, and measures designed to ensure the confidentiality, integrity, and availability of 
data, regardless of whether it's stored physically or electronically. 

Data security is fundamental for businesses and organizations as it shields critical information from 
threats such as hacking, phishing, ransomware, espionage, and natural disasters. Organizations need 
to ensure they safeguard their databases, websites, and infrastructures since they house sensitive 



information like financial details, personal identifiable information (PII), intellectual properties, and 
health records. 

Difficulties in Data Security: 

The world of cybersecurity has grown complex due to multiple factors such as the rise of sophisticated 
threats (like advanced persistent threats), the proliferation of mobile and IoT devices, and the shift 
towards cloud-based solutions. Moreover, cybercriminals are consistently evolving their techniques, 
becoming more intelligent and menacing than ever. They continuously refine their strategies to 
bypass security measures, with data breaches becoming increasingly devastating and costly. As a 
result, a robust and adaptable data security strategy is an absolute necessity. 

Data Security Measures: 

Countless processes and technologies are utilized for data protection. These include encryption, where 
sophisticated algorithms are used to change data into an unreadable format, decipherable only with 
valid decryption keys. This ensures that even if unauthorized parties intercept the data, they cannot 
comprehend it. 

Similarly, tokenization replaces sensitive data elements with non-sensitive equivalents, devoid of any 
exploitable or extrinsic value. Data masking is another method that conceals specific data points 
within a database, keeping the data anonymous, which is especially beneficial during testing 
processes. 

Access controls also play a crucial role in data security. They entail the use of software to restrict access 
to sensitive data based on the roles and responsibilities of individual network users. Authentication 
and authorization techniques like two-factor authentication (2FA) and biometrics help ensure that only 
authorized personnel can access certain resources. 

Firewalls, though considered an older method, are still an integral part of data security, acting as 
barriers that block unauthorized access to a network while allowing sanctioned communications to 
pass. Virtual Private Networks (VPNs) also add a layer of security by enabling secure, encrypted 
connections between a user’s device and a private network. 



Backing up data regularly and correctly is crucial for data recovery in case of data loss from cyber 
attacks or disasters. Businesses can store backups in a separate location or on the cloud. 

Data Security Laws and Regulations: 

Various laws and regulations worldwide govern the management, storage, and transmission of data 
requiring organizations to prioritize data privacy and security. These regulatory frameworks include the 
EU GDPR (General Data Protection Regulation), CCPA (California Consumer Privacy Act), and HIPAA 
(Health Insurance Portability and Accountability Act) in healthcare. Non-compliance can result in hefty 
penalties, reputational damage, and litigation issues. 

Data Security Training: 

A robust data security strategy would be incomplete without training the employees. Human errors are 
one of the leading causes of data breaches. By educating employees about phishing attacks, safe 
internet practices, and the importance of not sharing sensitive information, organizations can 
significantly reduce the risk of cyberattacks. 

The step-by-step guide given below will help readers build effective data security protocols in the 
context of cybersecurity. 

Step 1: Identify Your Data 

The first step in securing data is to highlight what you need to protect. Your organization might handle 
various types of data including customer information, financial records, employee details, intellectual 
property details, etc. Identify and categorize your data based on its sensitivity and confidentiality. 

Step 2: Conduct a Risk Assessment 

Identify potential security risks that your data might face. These risks can range from physical security 
threats (like theft or damage to hardware) to digital threats (like hackers, malware, ransomware). 



Undertaking a risk assessment allows you to understand your vulnerabilities and priority areas for data 
security. 

Step 3: Develop a Data Security Policy 

Once you have identified your data and associated risks, create a data security policy including 
protocols for data handling, storage, access, backup, and encryption. The policy should also encompass 
steps to be taken in case of a data breach. 

Step 4: Implement Strong Access Controls 

Ensure that access to sensitive data is limited and strictly controlled. Implement user access controls 
using methods like multi-factor authentication, single sign-on systems, and more.  

Step 5: Adopt Encryption 

Encrypt sensitive data to add an extra level of security. Encryption converts your data into unreadable 
code, which can only be decoded with a unique key. This is particularly useful for preventing 
unauthorized access during data transfer. 

Step 6: Install Security Software 

Employ the use of firewall, antivirus, antispyware, and other security software to protect your system 
from malware and other cyber threats. These instruments provide the first line of defence against 
various cyberattacks. 

Step 7: Regularly Update and Patch Systems 

Software developers frequently release updates and patches to fix vulnerabilities in their systems. 
Ensure all software, operating systems, and applications are regularly updated to protect against these 
vulnerabilities. 

Step 8: Backup Data Regularly 



Regular data backup is essential to protect against data loss. Use cloud storage or external storage 
devices to keep backups of your important data. It is advisable to automate the backup process to 
minimize human error. 

Step 9: Conduct Security Awareness Training 

Employees often form a significant weakness in data security. Regular security awareness training 
helps them understand the importance of data security and the role they play in it.  

Step 10: Regular Auditing 

Perform regular audits of your data security measures. This includes testing your systems and 
protocols’ effectiveness, checking for any vulnerabilities, and ensuring they are compliant with 
applicable regulations. 

Step 11: Develop an Incident Response Plan 

Despite robust security measures, data breaches may still occur. An incident response plan delineates 
clear steps to be followed in the event of a data breach, helping minimize damage and restore 
normalcy. 

Data security is not a one-time event but an ongoing process. It requires constant updating and 
evolving practices to keep up with emerging threats. However, implementing the steps discussed 
above in a systematic way will ensure a sturdy line of defense against most cybersecurity threats. 

PLATFORM SECURITY 

Platform Security (PR.PS): The hardware, software (e.g., firmware, operating systems, applications), 
and services of physical and virtual platforms are managed consistent with the organization’s risk 
strategy to protect their confidentiality, integrity, and availability. 



Configuration management practices are applied    
 Configuration management is a potent practice that plays a significant role in platform security. It 
involves establishing and maintaining the consistency of a system's performance, security, and 
functional attributes with its requirements, architecture, and operational information throughout its 
life. This method is put in place to monitor, control, and maintain a system's integrity and ensure that 
the systems align adequately with the organization's goals. 

Platform security is about ensuring that systems used in an organization are free from vulnerabilities 
that could compromise the integrity of the system and potentially expose sensitive data. This includes 
maintaining stringent measures to monitor the security and functionality of hardware, software, 
network resources, and services that are used as platforms in an organization. 

One of the crucial areas where configuration management practices are applied in platform security is 
in system hardening. System hardening involves minimizing the attack surfaces by removing 
unnecessary functions, configurations, or services from the system. For example, turning off 
unnecessary services and ports, and removing default accounts in a system. Properly patching and 
updating systems is also essential. 

Another area is vulnerability management where configuration management contributes significantly. 
For instance, once a vulnerability is discovered, configuration management can ensure that the fix is 
consistently applied across all affected systems and prevails in future system configurations.  

Configuration management also plays a vital role in the management of privileges. Having robust 
user control can prevent unauthorized access to sensitive information. With effective configuration 
management, an organization can apply the principle of least privilege, i.e., giving users only the 
permissions they need to perform their tasks. A useful example of this is setting different access levels 
in a cloud platform, ensuring that account holders only have the essential control and access. 

Also, configuration management supports incident response and recovery. Organizations can build an 
inventory of all configurations which can be beneficial in the event of a security incident. When there 
is an unforeseen system compromise, this inventory is critical in restoring the system to a secure state, 



thereby minimizing downtime. Moreover, it also helps to maintain forensics that can be used to 
determine how the incident occurred. 

Moreover, in the context of multi-cloud or hybrid-cloud deployments, configuration management is a 
cornerstone for consistency. Misconfigurations are one of the key causes for security breaches and 
unauthorized access in cloud environments. With appropriate configuration management, uniform 
security measures can be deployed across varying platforms, reducing the potential risks of human 
error in manual configuration. 

Lastly, compliance and auditing are other significant spheres where configuration management 
provides value. Organizations can use configuration management to demonstrate compliance to 
regulatory standards like the GDPR, HIPAA, etc. For instance, a system configured to automatically log 
all access to protected health information could be proof of compliance with certain HIPAA rules.  

In a nutshell, the application of configuration management practices ensures enhanced platform 
security, as configurations do not merely occur by accident, but rather are the result of conscientious 
planning and monitoring. It creates a reliable, consistent environment that accelerates the 
troubleshooting process, thus substantially reducing the risk of security breaches and system 
downtime. 

Software is maintained, replaced, and removed 
commensurate with risk  
Platform security is an overarching strategy that focuses on secure development, deployment, and 
maintenance of various software platforms. The strategy is essentially designed to ensure that the 
software and any changes that it undergoes are simplified, manageable, and secure from threats such 
as bugs, malware, and hackers, among others. The processes involved include maintaining, replacing, 
or even removing the software, all structured according to the level of risk attributed to it.  

In the case of software maintenance, the focus is generally on upgrading and updating the system to 
patch any vulnerabilities and improve its performance. For instance, if an e-commerce company's 
website is constantly bombarded with fake transactions, indicating a likely vulnerability in their 
software, they won't just sit idly by. The company's developers will identify the problem, patch it, and 



then carry out a maintenance update to ensure that the issue has been fixed. This instance exemplifies 
risk commensurate with maintenance, where the level of threat decides the kind of maintenance 
required. 

Meanwhile, some instances or risks necessitate the replacement of the software. This happens when 
the software's vulnerabilities or drawbacks prove too critical to merely patch or update. As an example, 
if a banking system uses outdated software that cannot keep up with the latest encryption standards, 
patching it may not be enough to ensure the security of customer data. The risk of potential data 
breaches is too severe to maintain the outdated software. In such cases, they need to replace it with 
modern software that can guarantee the required level of security and meet the rising demands of 
their operations. 

Finally, extreme cases may demand the removal of the software, particularly when it poses a 
significant security threat and isn't useful or effective anymore. For example, a hospital management 
system might use a software component that's found to have an unfixable vulnerability that could 
allow hackers to gain access to patient records. If the software is outdated and no longer in active 
development, the most sensible decision might be to remove it and switch over to a new system 
entirely to ensure the safety of confidential patient information. 

Hardware is maintained, replaced, and removed 
commensurate with risk  
Hardware maintenance is the continual upkeep to ensure that hardware components such as servers, 
routers, switches, and ethernet cables are operating at their optimal level. This involves routine 
checking of physical components to detect wear and tear, overheating, dust accumulation, or any 
irregular performance patterns. For instance, overheating servers can lead to a hardware crash, which 
could effectively cause a system downtime, potentially jeopardizing the platform's security. Hence, 
regular cleaning, temperature checks, and adequate cooling measures help mitigate these risks. 

Additionally, hardware components become obsolete over time due to advancements in technology, 
resulting in their inability to support newer, safer software or firmware upgrades. Consequently, 
outdated hardware must be replaced with newer, more efficient ones which can better adapt to 
updated security protocols, such as next-gen firewalls or high encryption SSL certificates. For instance, 



replacing a 802.11n router with a modern 802.11ax router not only boosts Wi-Fi speed and efficiency 
but also enhances security with Advanced Encryption Standard(AES) compatibility. 

Lastly, hardware removal is an often neglected yet critical aspect of risk management in platform 
security. When decommissioned hardware still contains sensitive data and information, it becomes a 
gold mine for cybercriminals should it fall into the wrong hands. Securely erasing data, physically 
destroying hard drives, or partnering with certified e-waste recycling companies for secure hardware 
disposal exemplify effective hardware removal practices. 

Moreover, policy compliance and data audits are fundamental in ensuring hardware safety. Regularly 
reviewing hardware logs can highlight abnormal patterns suggestive of potential threats. For instance, 
excessive login attempts could indicate a brute force attack. Looking for authorized personnel on 
switch logs could help identify unauthorized network access.  

Log records are generated and made available for 
continuous monitoring  
In the context of platform security, log records are a crucial element that assists in continuous 
monitoring and safeguarding of the platform from potential threats and breaches. They are 
automatically generated by the system and provide a detailed record of activities or events that have 
occurred within the platform.  

In particular, log records are seen as the system's 'black box', inasmuch as they document every 
process, transaction, and user operation, much like a flight data recorder on an aircraft. This allows 
organizations to keep a meticulous eye on their systems, flag any suspicious activities, investigate 
incidents and address issues proactively, thereby enhancing their platform's security. 

For example, in a cloud-based platform, logs would contain information about activities like systems or 
services accessed by users, failed log-in attempts, file transfers, changes in user permissions, 
configuration adjustments, and other such operations. If a user attempts to access a system with an 
incorrect password, the log would record the failed login attempt, the IP address of the user, the time 
of the attempt, and potentially other details. By continuously monitoring these logs, security teams 



can identify unusual patterns — such as a high number of failed login attempts from a specific IP 
address — which could indicate a possible password-guessing attack on the platform. 

Log records are often central to security information and event management (SIEM) systems which 
aggregate and analyze log data from various sources within an IT infrastructure. SIEM systems provide 
real-time analysis of security alerts generated by applications and network hardware, thereby enabling 
swift response to security incidents. 

Additionally, logs become invaluable during forensic analysis after a security incident. For instance, if a 
data breach occurs, security teams can review the logs to identify where the breach happened, how it 
occurred, what data was accessed or stolen, who was involved, and when it took place.  

While the process of logging is automated, the art of understanding and making the best use of log 
records involves expert analysis and strategic planning. Setting up alert thresholds, identifying 
valuable data points, understanding baseline behaviour, and correlating events across varied logs are 
some aspects that make log records vital to enhancing platform security. It's important to note that 
platform security is not only about prevention but also about prediction, detection, response, and 
recovery, whereby log records play a critical role. 

Lastly, from a regulatory and compliance perspective, log records are often required to demonstrate to 
auditors or regulators that appropriate security measures are in place, and any reported incidents can 
be thoroughly investigated and resolved. For example, under GDPR, companies need to report certain 
types of data breaches to the relevant supervisory authority, and to do this, log records can supply the 
necessary details.  

Thus, log records, by providing a comprehensive record of activities on the platform, become a primary 
tool in managing platform security, helping identify potential threats before they become severe, and 
aiding in the response and recovery from security incidents. 

Installation and execution of unauthorized software are 
prevented 



In the context of platform security, unauthorized software refers to applications that have not been 
approved or validated by an organization's IT department or security team. Unauthorized software not 
only decreases the overall system's performance but also exposes the company's infrastructure to 
cybersecurity threats such as viruses, ransomware, and malware. Thus, preventing the installation and 
execution of unauthorized software is a crucial part of an organization's security strategy. 

To prevent unauthorized software installation and execution, several strategies are employed. 

1. User Permissions and Privileges Management: One of the primary ways of controlling unauthorized 
software is through managing user permissions and privileges. Users are assigned different roles 
depending on their job requirements, and each role comes with its set of permissions. For example, 
only administrators might have the authority to install new software. This way, a regular employee 
cannot install any unapproved software accidently or intentionally. 

2. Application Whitelisting: Organizations also use application whitelisting as a security measure to 
prevent the installation and execution of unauthorized software. In this strategy, only applications that 
have been explicitly approved (whitelisted) can be installed or run on the system. For instance, an 
organization might whitelist essential business tools such as Microsoft Office and Adobe Creative Suite 
but blacklist personal entertainment apps like Netflix or Spotify. 

3. Endpoint Protection Platforms: Endpoint protection platforms (EPP) combine several security 
capabilities to protect corporate networks accessed via endpoints (devices) such as laptops, desktops, 
mobile devices, and more. They assess potential threats and protect these devices from installation 
and execution of unauthorized software. 

4. Regular Network Scans and Audits: Regularly scanning the network can help identify any 
unauthorized software that has been installed. These scans might detect irregularities in system 
performance, allowing the IT department to investigate and remove any unauthorized software. 

5. Installation of Security Patches and Updates: Keeping the system updated is also a preventive 
measure. Newer software versions usually come with enhanced security features and patches for any 
known vulnerabilities. 



6. Security Awareness Training: Last but not the least, employees must be made aware of the threats 
posed by unauthorized software. Training and awareness programs can help employees understand 
the importance of sticking to approved software and avoid falling into the trap of downloading or 
installing unauthorized software. 

By implementing these strategies, organizations can significantly mitigate the risk associated with 
unauthorized software installation and execution, maintaining a secure and reliable platform. 

Secure software development practices are integrated and 
their performance is monitored throughout the software 
development life cycle 
Secure software development is a critical practice that protects systems and data from being 
compromised. This involves developing software in a manner that safeguards it against potential 
threats and vulnerabilities. Secure software development practices must be integrated and monitored 
throughout the software life cycle to ensure that safety standards are adhered to at every stage, from 
inception to the maintenance phase. 

One example of this could be the use of secure coding principles. Secure coding is a defensive 
measure against unauthorised access and security breaches. It includes practices such as input 
validation, where any data input into a software application is checked for validity before it's 
processed. For instance, if a software application requires a user to enter an email address, a secure 
coding practice would be to validate this email address before it's accepted. This might mean checking 
it against a set of rules, like ensuring it contains an '@' symbol and a domain name. If the email 
address doesn't meet these qualifications, it's rejected. By integrating secure coding practices into the 
software development life cycle, developers can significantly reduce the occurrence of software bugs 
and security loopholes that hackers might exploit. 

Another illustrative example of secure software development practice is the use of thorough security 
testing. Regular and systematic testing should be done at every phase of the software development 
life cycle to identify potential vulnerabilities. This includes techniques like penetration testing, where 
experts try to 'break into' a software system, and vulnerability scanning, which involves the use of 
automated tools to find potential security weaknesses. For example, a vulnerability scan might reveal 



that a software system is using an outdated version of a particular technology that is known to have 
security flaws. The system can then be updated to a newer, more secure version. 

In addition, secure software development practices must be continuously monitored. For instance, 
after deploying a software application, there should be ongoing surveillance to detect any security-
related anomalies. These might include sudden increases in login attempts or outgoing network 
traffic, which could signify a hacking attempt. Monitoring software in real-time and keeping an eye on 
system logs can help identify and address potential breaches promptly. 

Secure design principles are another vital part of the software development life cycle. The architecture 
of the software should be designed in a way that minimises security risks, such as implementing the 
principle of least privilege where a user should be given the minimum levels of access necessary to 
perform their job functions.  

There are platforms that can be used to monitor and manage the software’s security posture, like 
Security Information and Event Management (SIEM) systems. These systems collect and analyse 
security-related data from across the software environment, providing real-time analysis of security 
alerts. 

In essence, it's vital that these security measures are not considered as an afterthought but are instead 
integrated into every stage of the software development life cycle. By doing so, it’s possible to fortify 
software against a wide range of potential security threats. 

Platform security, in the context of cybersecurity, involves a system of measures and activities aimed at 
protecting and safeguarding software platforms against digital threats. Software platforms, in this 
scenario, refer to operating systems such as Windows, Linux, iOS, Android, online service platforms 
like AWS (Amazon Web Services), Google Cloud, and Microsoft Azure, as well as programming 
platforms such as Java or .NET. 

These platforms are key cogwheels in the machinery of modern digital society. They power countless 
enterprise operations, advance research projects, cater to consumer needs on a massive scale, and 
mediate an unfathomably large number of daily interactions between users, services, and devices. 
Each platform typically hosts an abounding number of applications and databases, each bearing its 



own particular security vulnerabilities that could potentially harm the integrity, availability, and 
confidentiality of the data and activities within, thereby imposing a set of unique security 
requirements to its hosting platform. 

Platform security, therefore, embodies a multi-faceted and complex challenge that is often categorized 
into several layers: hardware, network, operating systems, and applications. To be effective, it must 
span across all of these layers, thereby creating a comprehensive fortification strategy known as multi-
layered security. 

At the hardware level, security measures primarily involve safeguarding the physical components that 
make up the platform. This could include security features for the prevention of hardware tampering, 
system-level lock-down controls to prevent unauthorized use, and data-at-rest protection to guard 
against lost or stolen physical devices. 

At the network level, platform security concerns itself with protecting the communication paths and 
access points within the platform's network. This is often achieved through firewalls, intrusion 
detection and prevention systems, secure network architecture designs, encrypted communication 
channels (like VPNs), and continuous network monitoring. 

The operating system layer typically involves protecting the core software that manages the platform’s 
resources and services. This entails diligent software patching and updating, least privileges and user 
access control, system hardening, application whitelisting and blacklisting, as well as deploying tools 
like antiviruses and host intrusion prevention systems. 

At the application level, protection strategies are often centered on ensuring data confidentiality, 
integrity, and availability. Database encryption, secure programming practices, regular vulnerability 
assessments and penetration testing, and robust authentication and authorization mechanisms all fall 
within this scope. 

Furthermore, a resilient platform security posture must be proactive, incorporating early-detection 
technologies, along with comprehensive incident response plans and regular auditing and 
compliance checks. It needs to be aligned with current privacy regulations and standards, such as 



GDPR and ISO 27001, guarantee the rights and safety of users, and continually adapt to emerging 
threats and vulnerabilities. 

Lastly, it is important to recognize that platform security is as much a people issue as it is a 
technological one; it requires a mindful, educated user base, and security-aware corporate culture. 
Proper security training and awareness programs to aid in cultivating a security-first mindset among 
the workforce and users alike can be as important as any piece of security software. 

Implementing cybersecurity measures for your platform's components, such as containers, operating 
systems (OS), and servers, is crucial in preventing unauthorized access and ensuring data protection. 
This guide will walk you through the steps, with sufficient detail, to adequately secure your platform.  

1. Understand Your Infrastructure: 

Before you can secure your platform, it’s important to understand your infrastructure. Make inventory 
of your servers, operating systems, applications, containers, and the data they process and store. 
Understand the network architecture, data flow, as well as each component's significance and risk 
level in the system. 

2. Establish Security Policies: 

Clearly define who has access to what resources and when. These policies should cover all aspects, 
including password strength, user access levels, use of personal devices, and rules on downloading 
third-party applications.  

3. Harden Your Operating Systems: 

Every OS should be configured based on security best practices to minimize vulnerabilities: 
   - Regularly update and patch your OS. 
   - Disable or remove unnecessary services and programs. 
   - Implement strong user authentication and limit root access. 
   - Enable firewall and use antivirus software. 



4. Secure Your Servers: 

Securing your servers involves a variety of steps: 
   - Physical Security: Protect your servers from physical threats, including unauthorized access, 
damage, or theft. 
   - Update & Patch Regularly: Keep your server software up-to-date to secure it against known 
vulnerabilities.  
   - Firewall & Intrusion Detection System: Use these to block unnecessary ports and detect malicious 
activities. 
   - Use SSL: SSL encryption ensures secure communication between the server and client. 

5. Container Security: 

Container security involves protecting the integrity of containers and their contents: 
    - Use trusted images: Only use container images from trusted sources and regularly update them. 
    - User privileges: Avoid running containers with root privileges. 
    - Runtime security: Employ runtime security tools to monitor activity in the container environment. 
    - Vulnerability scanning: Regularly scan your containers for potential vulnerabilities. 
     
6. Implement network security practices: 

Monitor and control the incoming and outgoing network traffic based on predetermined security 
policies. Install firewalls, intrusion detection systems (IDS), and intrusion prevention systems (IPS).  

7. Data Encryption: 

Data should be encrypted both at rest and in transit to protect sensitive data from being intercepted or 
accessed by unauthorized entities.  

8. Regular Audits and Vulnerability Scanning: 



Regular security audits help identify weak points and assess the effectiveness of current security 
measures. Complement this with regular vulnerability scanning to ensure all components are free 
from security loopholes.  

9. Incident Response Strategy and Backup: 

Despite your efforts, breaches can occur. An incident response plan helps to mitigate damage. Having 
regular backups of data also aids in quick recovery.  

10. Train and Educate Employees: 

Equip your workforce with knowledge about security threats and best practices. Engage them in 
regular training sessions and ensure they're up to date on protocols.  

11. Stay Up To Date: 

Cyber threats continuously evolve, as should your cybersecurity measures. Stay current with emerging 
trends and technologies in cybersecurity.  

The guide provides a detailed walkthrough for ensuring platform security. By securing the containers, 
operating systems, and servers, and implementing solid network security measures, you can 
significantly reduce the risk of a data breach. 

TECHNOLOGY INFRASTRUCTURE 
RESILIENCE  

Technology Infrastructure Resilience (PR.IR): Security architectures are managed with the 
organization’s risk strategy to protect asset confidentiality, integrity, and availability, and 
organizational resilience. 



Networks and environments are protected from 
unauthorized logical access and usage 
In the realm of technology infrastructure resilience, networks and environments are shielded from 
unauthorized logical access and usage by a variety of methods. These measures are vital to ensure the 
continuous operation of infrastructures that are indispensable for various activities such as online 
banking, e-commerce transactions, military operations, and other critical social functions. With the 
ever-expanding cyber threats, these protections are becoming increasingly critical. 

Firewalls, Intrusion Prevention Systems (IPS), and Antivirus software are some of the common tools 
used to protect against unauthorized access. Moreover, the implementation of different types of 
network security protocols such as Secure Sockets Layer (SSL) and Transport Layer Security (TLS) also 
play a significant role in safeguarding these environments. 

For example, a firewall acts as a barrier between a trusted network and untrusted networks. It can 
block unauthorized access while permitting outbound communications. It comes in the form of 
software or hardware and is frequently the first line of defense in network security. 

Furthermore, Intrusion Prevention Systems (IPS) are devices that can detect suspicious activities by 
examining network traffic flows to identify threats and respond promptly. For instance, an IPS can 
automatically drop a packet from an IP address that is known to be a source of malicious activity or 
even block network traffic from that IP address entirely. 

Antivirus software, on the other hand, protects against threats such as viruses, worm, trojans, and other 
malicious software that may attempt to infiltrate the network. For instance, antivirus software like 
Norton or Avast continuously scans your computer and network for any known threats and eliminates 
them. 

Moreover, strong user authentication measures, like two-factor or multi-factor authentication, are 
usually implemented to prevent unauthorized logical access. For instance, in addition to a strong 
password, users might also be required to provide a unique code, which they receive on their mobile 
phones, to gain access. 



Network segmentation is another way to secure network and environments from unauthorized access. 
By separating a network into various smaller parts, you can limit access to sensitive information. For 
example, an organization may have a segment for their finance department that is separated from 
other parts of the network. This means even if an intruder gains access to one segment, they would not 
have access to the entire network. 

Security Information and Event Management (SIEM) tools are also used to provide real-time analysis 
of security alerts generated by the applications and network hardware. These tools can help detect if 
an unauthorized entity is trying to gain logical access to the network or environment. 

Moreover, Periodic vulnerability testing and patch management help identify and fix potential access 
points into systems. Companies might use penetration testing, a simulated cyber-attack to identify 
vulnerabilities, and then use patch management to update systems and fix those vulnerabilities. 

The organization’s technology assets are protected from 
environmental threats  
In the present day, technology infrastructure has become the backbone of any organization. It allows 
organizations to conduct their operations effectively and efficiently. However, this infrastructure is 
vulnerable to a range of environmental threats, including natural disasters, adverse weather 
conditions, and fluctuations in power supply. It's therefore imperative to protect these assets to ensure 
the resilience of technology infrastructure.  

One of the strategies for ensuring the protection of an organization's technology assets from 
environmental threats is by utilizing disaster recovery (DR) plans and data backup. For example, a 
company can establish offsite data centers to create data backups regularly. This means that if an 
extreme weather event, such as a hurricane or flood, damages the on-site servers, the organization can 
still access its crucial data securely from the backup sites.  

Another way of protecting these assets is by having uninterruptible power supply (UPS) systems. For 
instance, in cases where there are power fluctuations, the UPS can take over the power supply, 
preventing potential damage to the organization's servers, computers, and other hardware 
equipment.  



Physical protections are also paramount when safeguarding the infrastructure against environmental 
threats. A practical example of this can be establishing raised thresholds and watertight doors in areas 
where critical IT equipment is located, particularly in regions prone to flooding. Coupled with water 
detection systems that alert when there is a leakage, the organization can prevent any possible water 
damage to their infrastructure. 

To combat the threats posed by fire, companies can deploy automatic fire suppression systems which 
are designed to detect and suppress the fire before it can spread and cause greater damage. Besides, 
using fire-resistant materials to construct areas that house IT equipment can significantly avert fire 
risks. 

Furthermore, organizations can ensure the heating, ventilation, and air conditioning (HVAC) systems 
are in place to control the temperature in rooms that house the servers. For example, if the 
temperature in the server rooms increases beyond a certain level, it can cause the servers to overheat 
and consequently fail. Through proper HVAC systems, these temperatures can be kept within the 
recommended levels, thus prolonging the life of the equipment. 

Overall, by putting such protective measures into place, an organization can considerably reduce the 
risk of damage to their technology infrastructure from environmental threats. This in turn, lends to the 
resilience of the infrastructure in the face of different adversities, enabling the seamless continuity of 
business operations. 

Mechanisms are implemented to achieve resilience 
requirements in normal and adverse situations  
Technology Infrastructure Resilience refers to a system's ability to function and recover rapidly in either 
normal or adverse situations. This resilience is not spontaneously achieved; rather, it's a result of 
implementing a wide range of mechanisms. These mechanisms can be categorized into several areas: 
redundancy, fault tolerance, data backup, failover system, cyber risk management and disaster 
recovery plans. 



1. Redundancy: Redundancy involves creating multiple or duplicate systems or components which can 
perform the same tasks. Its goal is to enhance the reliability of a system by creating a backup or fail-
safe functionality. For instance, a company's server system might have redundant power supplies, so 
that if one power supply fails, the other can take over and ensure uninterrupted service. 

2. Fault tolerance: This is the capability of a system to continue functioning in the event of a partial 
system failure. A fault-tolerant system is designed in a way that guarantees no single point of failure. 
For example, a RAID (Redundant Array of Independent Disks) storage system employs fault tolerance 
to continue functioning even when hard drives within the system fail. 

3. Data backup: Regular data backup is a fundamental strategy to secure crucial data against loss or 
corruption. It enables the system to restore data from a previous point in time. Cloud based services 
like Dropbox, Google Drive and Microsoft OneDrive offer easy-to-use platforms for storing and 
recovering data. 

4. Fail over Systems: This mechanism ensures that if a system component fails, a standby component 
takes its place with minimal or no service disruption. A common example would be clustering, where 
multiple servers are connected, and if one server fails, workload is redirected to another server in the 
cluster. 

5. Cyber Risk Management: This includes measures and solutions aimed at protecting systems from 
potential cyber threats. Firewalls, antivirus software, and intrusion detection systems are a few 
examples of mechanisms used to mitigate cyber risks. Additionally, regular patching, updating 
software, and strong password policies enhance system resilience against various cyber-attacks. 

6. Disaster Recovery Plans: Despite all precautions, failures may still occur. A well-drafted Disaster 
Recovery Plan (DRP) provides a step-by-step process for recovering from system failures. It covers data 
recovery, system repair, and business continuity strategies to minimize downtime and keep relevant 
stakeholders informed during the recovery process.  

By combining these mechanisms and others, companies can continue their operations in both normal 
and adverse situations. The key is to plan for failure, regularly review and improve these strategies, 
and test the resilience features to ensure they can handle real-world scenarios adequately. 



Adequate resource capacity to ensure availability is 
maintained  
Technological infrastructure resilience refers to the ability of a technological system, typically 
encompassing software and hardware components, to maintain its service availability despite 
adversities such as natural disasters, human errors, system malfunctions, cyberattacks, and even 
operational adjustments. Ensuring adequate resource capacity is a vital aspect of maintaining 
infrastructure resilience, filtering down to factors such as server capabilities, bandwidth, storage 
flexibility, and more. Examples of these resources include processing power, memory capacity, 
network bandwidth, storage space, and power supply. 

One key infrastructure resource would be servers, that are at the heart of any information technology 
(IT) infrastructure. For instance, consider a large e-commerce website, such as Amazon, that relies 
heavily on server capacity. To maintain availability, they would need to ensure that server capacity can 
handle peak user requests, even during seasonal sales or unexpected traffic spikes. If server capacity is 
inadequate, the system may slow down or crash under heavy load, leading to customer dissatisfaction 
and potential revenue loss. Therefore, using load balancing techniques, mirroring or clustering of 
servers, or adopting cloud technologies that provide scalable server solutions, like Amazon Web 
Services (AWS), can help maintain a consistent level of service availability. 

Networking and bandwidth is another crucial resource. Users accessing data and services expect 
speedy, latency-free experiences. Take the example of a video streaming service such as Netflix. If there 
isn't sufficient bandwidth to support high-quality video transmission to each user, quality of service 
may deteriorate and lead to buffering or reduction in video quality, causing users to abandon the 
service. Thus, having a robust network infrastructure with adequate bandwidth supports efficient data 
transfer and enhances the user experience, which ultimately helps to ensure service availability. 

Similarly, storage capacity is another vital resource. Consider any organization that handles large 
amounts of data, such as governmental bodies, research institutions, or companies like Google and 
Facebook. They must ensure adequate storage capacity to handle the constant influx of data. 
Inadequate storage can lead to data loss or an inability to store new data, which can be catastrophic. 
Thus, implementing robust storage solutions, using hybrid storage systems that mix traditional hard 



drives with high-speed SSDs, or leveraging scalable cloud storage options, significantly boost the 
resilience of the technological infrastructure. 

Lastly, a robust power supply system crucially impacts the performance of the IT infrastructure. No 
matter how perfect the rest of the system, a power outage can bring everything to a standstill. Thus, 
organizations need solid power backup solutions, such as UPS and generators, along with energy-
efficient hardware technologies to maintain service availability even under inconsistent power supply. 

Overall, to maintain technology infrastructure resilience, it is fundamental to plan, implement and 
monitor adequate resources capacity within the infrastructure. This requires regular performance 
reviews and upgrading of resources as per the organizational needs and future growth predictions, 
thereby ensuring that the resilience of the infrastructure is not compromised, and service availability is 
maintained at all times. 

Technology infrastructure resilience in the context of cybersecurity refers to the ability of technology 
systems and networks to anticipate, withstand, recover from, and adapt to adverse conditions, stresses, 
attacks, or compromises on its cybersecurity. This concept extends beyond merely having preventive 
measures in place. Rather, it encompasses a holistic approach to cybersecurity, focusing on building 
robust systems and processes that can resist potential cyber threats and quickly recover in the event of 
a breach. 

One of the vital aspects of technology infrastructure resilience is the process of risk assessment. This 
includes identifying the vulnerabilities in the system, evaluating the potential risks associated with 
these vulnerabilities, and prioritizing the efforts required to mitigate these risks. The risk assessment 
extends to all elements of an organization's technology infrastructure, including hardware, software, 
networks, data centers, servers, and databases.  

Another critical aspect is the implementation of robust security controls. This may include firewalls, 
intrusion detection systems, encryption technologies, two-factor authentication, and other security 
measures designed to protect the technology infrastructure from threats like malware, hacking, 
phishing, and denial-of-service attacks. 



In addition to preventing attacks, technology infrastructure resilience also involves developing robust 
response and recovery strategies. When a breach or attack occurs, organizations need to be able to 
quickly contain the damage, eliminate the threat, recover lost data, and restore normal operations, all 
while maintaining clear communication with all stakeholders. 

Furthermore, organizations must ensure they have a robust backup and data recovery system. This 
includes regular backups of all data and software configurations, preferably at different physical 
locations. These backups should be regularly tested to ensure they can be restored in the event of a 
system failure. 

Monitoring and updating the system is also a part of the resilience strategy. Regular checks are crucial 
to ensure that security measures are working as intended and can successfully defend against known 
threats. Likewise, regular updates and patches need to be applied to all systems to protect against new 
vulnerabilities that might have been discovered. 

Training employees in cybersecurity practices is also crucial. Many security breaches happen because 
of human error, such as using weak passwords, falling for phishing scams, or unintentionally 
downloading malicious software. Regular training can help employees understand these threats and 
take appropriate actions to prevent them. 

Finally, technology infrastructure resilience involves a continuous process of learning, refinement, and 
adaptation. The cybersecurity landscape is continually evolving with new threats and vulnerabilities 
being discovered daily. As such, organizations need to stay alert, continually assess the effectiveness of 
their security measures, learn from any incidents, and adapt their strategies as needed. 

Here's a step-by-step guide on how to ensure Technology Infrastructure Resilience: 

1. Risk Assessment: Conduct a risk assessment to understand the vulnerabilities and threats that 
your technology infrastructure is prone to. This is a comprehensive exercise that identifies both 
internal and external risks. Evaluate current security measures and assess their efficacy in neutralizing 
these threats. Particular attention should be given to human factors as they are often a weak link in 
security. 



2. Define Critical Applications: Identify applications that are critical to daily operations. A key part 
of resilience is quick recovery, and returning critical applications to normal functionality should be a 
priority. Understand the interdependencies between these applications and the infrastructure. Create 
a detailed inventory of the hardware, software, and data that compose these systems and how they 
communicate with each other. 

3. Implement Robust Security Measures: Security measures form the core of resilient technology 
infrastructure. Deploy robust firewalls, intrusion detection and prevention systems to safeguard 
against unauthorized access. Implement multifactor authentication procedures and encryption for 
data protection. Regularly update antivirus software to protect from malware.  

4. Redundancy: Develop redundant systems for storing vital data. This can include backup servers, 
cloud-based storage solutions, or off-site storage locations. Regular backups should be done to these 
redundant systems to ensure any data loss can be recovered. 

5. Development of an Incident Response Plan: An Incident Response Plan (IRP) should be in 
place for immediate action in the event of a cyber-attack or other mishaps. An IRP will have 
instructions on threat containment, systems recovery, data retrieval, and communication protocols for 
informing the necessary stakeholders about the incident. 

6. Regular Testing and Auditing: Regularly test and audit your security measures. This helps 
identify potential vulnerabilities and ensure countermeasures are functioning as intended. Various 
forms of testing include penetration testing, vulnerability assessments, and security audits. After the 
testing, use the results to optimize security measures and improve resilience. 

7. Training and Awareness: Regular cybersecurity awareness and training for employees should be 
implemented. Employees should be familiar with basic cyber hygiene, possible threats, and signs of a 
breach. They should also understand their role in the incident response plan. 

8. Continual Update and Improvement: Cybersecurity is a dynamic field with new threats 
emerging constantly. Maintain awareness of the latest trends in cybersecurity and stay up-to-date with 
advancements in security technologies and tactics. Regularly review and update your security 
strategies and measures to counter evolving threats effectively. 



9. Recovery and post-incident analysis: After a cyber incident occurs, the focus should be on 
recovery and returning to normal operations. Keep thorough records of the incident and conduct a 
post-incident analysis to understand how it happened, the effectiveness of the response, and what can 
be improved in the future. 

10. Compliance with International Standards: Make sure to comply with international 
cybersecurity standards like ISO 27001 that can provide a framework for establishing, implementing, 
operating, monitoring, reviewing, maintaining, and improving an Information Security Management 
System. 



CYBERSECURITY 
DETECT 

Find and analyze possible cybersecurity attacks and compromises.



CONTINUOUS MONITORING  

Continuous Monitoring (DE.CM): Assets are monitored to 
find anomalies, indicators of compromise, and other potentially adverse events. 

Networks and network services are monitored to find 
potentially adverse events  
Network monitoring is an essential aspect of continuous monitoring, where every aspect of a network, 
including its performance, resource utilization, and availability is constantly reviewed and analyzed. 
Continuous network monitoring is necessary to identify any potential adverse events that might 
disrupt the normal flow of operations or pose a security threat to the system.  

A continuous network monitoring system is a tool that provides 24/7 surveillance over a network, 
which is highly beneficial since most network issues and cyber threats occur unexpectedly. Every 
packet of data, every server, every device connection to the network, and even the slightest changes in 
network traffic patterns is scrutinized.  

An example of an adverse event could be an unexpected spike in network traffic at an unusual time. If 
the network is not being continuously monitored, this anomaly can go undetected, potentially 
resulting in a failure or breach. However, with continuous monitoring, the event is immediately 
flagged, and IT experts can investigate. They might find that the traffic increase is due to a Denial of 
Service (DoS) attack, where the adversary is attempting to make the network resources unavailable to 
its users by overloading the system with superfluous requests. 

Another example could be monitoring the events occurring on a remote server. For instance, if a vital 
application suddenly stops running or if the server begins to use a large amount of memory or CPU, 
these might be indicators of an adverse event such as a system failure or a malware attack. Continuous 
monitoring will quickly alert administrators to these events, allowing them to take action and mitigate 
the issue before it intensifies. 



Network services such as DNS servers, FTP servers, email servers, etc., are also continuously monitored 
to ensure they are operating optimally. For instance, if an email server is not responding, the network 
monitoring system will alert the admins, who can then investigate the issue. Maybe the server is 
overloaded with traffic, the server software has crashed, or even worse, a hacker might be trying to 
gain unauthorized access to the company's confidential emails. 

Moreover, continuous monitoring not only helps find and address issues faster but also prevent them. 
For example, by continuously monitoring a network, administrators can predict when servers may 
become overloaded and take proactive measures to distribute the load and prevent a crash. 

The physical environment is monitored to find potentially 
adverse events 
Continuous Monitoring is a crucial aspect in understanding the health and well-being of any physical 
environment, be it an ecosystem, workplace setting, industrial site, or residential environment. By 
persistent observing and assessing, potentially adverse events that may otherwise go unnoticed can 
be identified, prevented, or their impact mitigated. 

For example, in the context of an industrial setting such as a chemical factory, continuous monitoring 
systems are installed to assess various parameters. Sensors could track air quality, measuring harmful 
pollutants like carbon monoxide, sulfur, nitrous oxides, and particulate matter. Water quality could 
also be actively monitored, assessing for chemicals that could indicate leaks or spills from the factory’s 
processes. By continuously monitoring these factors, abnormal readings could potentially suggest the 
onset of hazardous incidents like gas leaks or chemical spills.  

Another instance is seen in forest ecosystems. Technologies like drones, remote sensing satellite 
information, and ground-based sensors are used to continuously monitor physical parameters like 
temperature, rainfall, humidity, wind direction, and speed in forest areas. These data are crucial in 
predicting adverse events such as forest fires. For instance, abnormally high temperatures, combined 
with low rainfall data and high wind speeds, could flag a high risk of forest fire. 

Similarly, in IT industries, continuous monitoring is essential in data centers that support critical 
services. Here, parameters like temperature and relative humidity are constantly observed to ensure 



optimal operation of servers. Overheating, for instance, can lead to hardware failure, causing service 
disruption. Hence, temperature sensors are installed throughout the data center. When temperature 
rises beyond a predefined threshold, alerts are triggered, indicating an adverse event approaching.  

In the healthcare industry, hospital wards use continuous monitoring to record patients' vital signs like 
heart rate, blood oxygen levels, or blood pressure. This data is used in predicting adverse events such 
as respiratory failure or cardiac arrest. For example, an abnormal drop in a patient's oxygen level 
might indicate an impending respiratory failure, allowing for faster medical intervention. 

Personnel activity and technology usage are monitored to 
find potentially adverse events 
Continuous Monitoring in the context of cybersecurity and information management essentially refers 
to the process of constantly watching, analyzing, and recording the state of a system or environment. It 
helps organizations understand their risk posture and respond accordingly to any changes. One 
essential element within this process focuses on the close surveillance of personnel activity and 
technology usage. This monitoring aims to identify potentially adverse events that may result from 
unauthorized or atypical use of systems or data.  

For instance, consider an enterprise that has multiple employees with varying levels of access to 
databases containing sensitive information. Here, a critical part of continuous monitoring would be 
observing the activity of these employees, noting what data they access, and when they access it. For 
example, if an employee who typically works a regular 9 to 5 schedule suddenly logs on to the system 
and begins accessing sensitive data at 2 AM, this abnormal behaviour can be picked up by the 
monitoring system, triggering an alert for potential data breaches or unauthorized access.  

Likewise, examining technology usage is another key aspect of continuous monitoring. This is 
specifically crucial in businesses that extensively rely on sophisticated IT systems for their daily 
operations. Close monitoring of these systems can help identify unusual patterns that may suggest a 
budding issue. For example, if one particular server consistently displays higher than normal CPU 
usage, it might indicate potential problems such as a malfunctioning application, a cyber-attack, or a 
hardware issue. This can prompt the relevant personnel to investigate the issue and take necessary 
corrective actions before it has a significant impact on the business. 



Monitoring technology usage also extends to software applications. Deploying cyber threat 
intelligence platforms like SIEM (Security Information and Event Management) allows the continuous 
monitoring team to detect unusual software behavior. For instance, if a custom-built application that 
normally processes 1000 transactions per hour suddenly starts handling 5000 transactions per hour, 
this anomaly will be flagged as a possible attempt to overload the system, leading to Denial of Service 
(DoS) attacks. 

Ultimately, continuous monitoring's goal in tracking personnel activity and technology usage prevents 
potential adverse events. It uses the collected data to understand patterns, highlight deviations, and 
inform actions to maintain a robust and secure environment. By doing so, organizations are better 
poised to protect their systems and data, ensuring their operations' continuity and sustainability. 

External service provider activities and services are 
monitored to find potentially adverse events  
One of the primary objectives of monitoring external service provider activities is to identify 
potentially adverse events. Adverse events may refer to any unintended, harmful occurrences tied to 
service provisions that may cause disruption or harm, ranging from data breach, service interruption, 
violation of compliance, inadequate service delivery, to contractual disputes.  

An illustrative example would be an organization outsourcing its IT support functions. The ability of the 
IT services provider to maintain the integrity of the organization's data and systems is paramount. The 
organization would, therefore, establish ongoing performance metrics for the IT services vendor which 
might encompass things like incident response time, system uptime, and resolution rates. If the 
vendor consistently misses these metrics, it could signal an impending adverse event like a system 
failure or data breach. The organization, noticing this trend, might then decide to address the issue 
with the vendor or consider other options for the service. 

Another example would be a company that uses an external cloud service provider for data storage. 
The company not only tracks the cloud provider’s performance in terms of storage availability, 
efficiency, and uptime but it also keeps an eye on any security event that could lead to unauthorized 
access, data corruption or loss. Security monitoring tools, such as Security Information and Event 



Management (SIEM) systems, intrusion detection systems (IDS), and endpoint detection and response 
(EDR) solutions, can be utilized to scan for irregular activities and detect possible cyber threats in real-
time. For instance, if an unexpected data transfer is detected from the company’s storage repository in 
the cloud, it may signify a potential data breach, prompting immediate action. 

Therefore, continuous monitoring of external services and providers allows early detection of potential 
adverse events, providing a window of opportunity for deploying countermeasures and mitigating 
risks. It supports more informed decision-making, improves response efficiency, and promotes 
accountability and transparency in the organization's relationship with its external service providers. 

Computing hardware and software, runtime environments, and their data are monitored to find 
potentially adverse events 
Continuous Monitoring is a fundamental component in the world of cybersecurity. It is a proactive 
method to ensure that cybersecurity controls are continually effective and running, purposely 
designed to anticipate security threats and breaches. 

As its name indicates, continuous monitoring is an ongoing process of surveillance, for 24/7, 
observing and assessing an organization’s security controls. Unlike a finite audit or test that provides a 
point-in-time snapshot of the system vulnerability, it gives real-time information about what is 
happening in a company's network, helping to eliminate any potential vulnerabilities and risks. 

The main principle behind continuous monitoring is to provide almost real-time risk management. It 
aids the organization in keeping a vigilant eye on their property/information at all times, recognizing 
threats as they arise and permitting for immediate action when necessary. 

The process involves the use of automatic tools and manual protocols that constantly check and 
evaluate the performance and compliance of information systems with the organization's 
cybersecurity protocols. The common activities of a continuous monitoring strategy may include 
system configuration checks, incidence log assessments, audits and reviews of user privileges etc.   

Continuous Monitoring also consists of identifying, assessing, classifying, remediating, and mitigating 
risks. This ongoing process — as opposed to a periodic or intermittent one — can deliver an incessant 



level of assurance that a system is operating securely and that data remains untouched and 
confidential. 

Moreover, continuous monitoring plays a crucial role in risk management. With the real-time visibility 
it provides, organizations can promptly respond to potential threats and breaches. It provides the 
means to detect when a cybersecurity incident has occurred or is imminent, allowing for immediate 
response and remediation.  

Furthermore, continuous monitoring can assist with compliance challenges. CYBERSCOPE, an online 
software application developed by U.S. federal departments to streamline IT reporting and assess 
cybersecurity risks, is an example of how continuous monitoring can help organizations meet specific 
compliance requirements. 

It's worth noting that continuous monitoring is not free from challenges. It's as good as the tools used 
and the people who use them. An organization has to invest in state-of-the-art tools and must have a 
skilled cybersecurity team to understand the intricate patterns and anomalies that might indicate a 
potential cybersecurity risk or breach.  

Let’s look at the steps necessary to set up comprehensive continuous monitoring: 

Step 1: Understand Your Information System 

Begin by understanding your data, the information system that stores it and its relationship with other 
systems in the organization. This includes knowing all your servers, network devices, firewalls, 
databases, applications, and any other elements that constitute your IT infrastructure. Also, know 
where particular data types are stored and how data flows through your organization. 

Step 2: Implement a Security Control Framework 

Implement a security control framework that identifies all security controls necessary for your 
organization. These controls are specific activities that should be performed to improve your system's 
security. A robust framework should involve controls addressing areas like access control, data 
protection, incident response, and risk management. 



Step 3: Define Metrics for Evaluation 

Establish the metrics that will determine what constitutes a successful cybersecurity effort and will be 
used to measure the performance of the security controls. These metrics should be objective, clear, 
relevant and measurable. 

Step 4: Set Baselines 

Define the normal behaviors in your system through benchmarks or baselines. Understanding 
network traffic patterns under regular working conditions can help detect abnormalities, enabling 
early identification of potential threats. 

Step 5: Configure and Deploy Monitoring Tools 

Use cybersecurity tools that can automate the monitoring process. These tools should be able to 
provide real-time data about events in the system, alerting you to any potential dangers immediately. 
Software that can conduct network threat detection, intrusion detection, log management, and 
security event management is essential here. 

Step 6: Implement Monitoring Strategy 

Set up a monitoring strategy that outlines what to monitor, when, and who should do it. This strategy 
should also identify who is responsible for responding to identified threats and how they should 
respond. 

Step 7: Continuously Analyze Data 

Interpret data captured by monitoring tools regularly. This should involve analyzing logs for unusual 
patterns, tracking system events, examining access-control systems for unauthorized attempts, and 
analyzing network traffic for any anomalies. 

Step 8: Mitigate Detected Threats 



Once a threat or vulnerability is detected, mitigate it immediately to prevent any damage. This may 
involve patching a software vulnerability, blocking malicious IP addresses, or taking an infected 
system offline. 

Step 9: Review and Adjust 

Regularly review your monitoring strategy and adjust your configurations and controls as necessary. 
Cyber threats are always evolving, and therefore, continuous refinement of your monitoring system is 
necessary for ensuring its effectiveness. 

Step 10: Report Findings & Progress 

Create regular reports summarizing actions taken, threats detected, vulnerabilities found, and how 
these were handled. Share these reports with relevant departments and individuals to provide a clear 
view of the cybersecurity landscape and the measures being taken to safeguard the organization’s 
systems.  

Through these steps, continuous monitoring allows an organization to stay vigilant against prospective 
threats, react faster to potential incidents, and improve its overall cybersecurity strategy. 

ADVERSE EVENT ANALYSIS 

Adverse Event Analysis (DE.AE): Anomalies, indicators of compromise, and other potentially adverse 
events are analyzed to characterize the events and detect cybersecurity incidents. 

Potentially adverse events are analyzed to better 
understand associated activities 
Adverse event analysis refers to an investigation aimed at understanding the causes and 
consequences of unexpected or harmful occurrences during certain activities or processes. These 



harmful events, known as adverse events, could be in the medical sector, industrial processes, or even 
in administrative processes. Unearthing such events, especially in the healthcare sector, is paramount 
because these occurrences can cause harm to patients, including severe injury or death. 

The process of analyzing adverse events incorporates several critical steps. The first step involves 
identifying the occurrence of an adverse event. In a hospital setting, for instance, an adverse event 
could take the form of unexpected death, injury, or disease, drug side effects, equipment 
malfunctions, or procedural complications. A specific example could be contracting an infection 
following a surgical procedure. 

After identifying an adverse event, a detailed log of the event must be made noting the date, time, 
persons involved, and a narration of what transpired. For instance, if a patient suffered an allergic 
reaction because of a misdiagnosed medication, this would be described in detail, including any 
symptoms observed and the reaction's timing. 

Next is the immediate containment of the event to prevent further harm. With our example, this might 
involve the immediate administration of an antidote to counter the allergic reaction. In an industrial 
setting, containment may involve ceasing operations if a machine malfunction leads to an adverse 
event such as an explosion. 

Causes of adverse events are investigated and evaluated in an analytical and systemic process known 
as root cause analysis. In the medication allergic reaction scenario, this might involve questioning the 
medical staff involved, scrutinizing medical records for patient allergy history oversight, and assessing 
why the mistake went undetected before administering the medication. 

Potential risks associated with similar future events are also analyzed. For example, if an adverse event 
resulted from two drugs reacting adversely, future risks might be patients unknowingly using the 
same medications or doctors prescribing them without being aware of their combined effects. Once 
these risks are identified, measures should be put in place to mitigate them, such as developing alert 
systems in pharmacies flagging potential drug interactions. 



Corrective actions, preventive measures, and quality improvement methods are implemented based 
on the data from the analysis. Staff may be trained or, in some cases retrained, protocols may be 
amended, and other strategies may be adopted to avoid the recurrence of such events. 

Finally, the effectiveness of these new measures or strategies is evaluated with time. Assessment tools 
such as audits, surveys, or checks are typically deployed regularly to determine if the changes made 
have indeed reduced the occurrence of adversity. 

Therefore, by analyzing potentially adverse events, we can better understand the activities associated 
with them and implement measures that can mitigate harm, increase safety, and promote efficiency. 

Information is correlated from multiple sources 
In the healthcare sector, for example, if an adverse event like a medication error occurs, information 
would need to be collected from several sources including the patient's medical records, the 
healthcare providers involved, the pharmacy records, and possibly the medication manufacturer. The 
different pieces of information from these sources provide a comprehensive view of the event, which 
can help to identify why the error happened. 

Let's consider the case of a patient who received the wrong medication. The patient's medical records 
might show that they were due to receive drug A but got drug B instead. Interviews or statements from 
the healthcare providers involved could reveal that they were under significant stress or workload 
pressure at the time, which might have contributed to the mistake. Pharmacy records might show that 
drugs A and B are stored next to each other, increasing the risk of a mix-up. The medication 
manufacturer’s packaging and labeling practices might also be a factor if, for instance, the packaging 
for drugs A and B are very similar. By collecting and correlating all this information, the root causes of 
the adverse event can be more accurately identified and effectively addressed. 

This process also extends to data collection from different organizations reporting similar adverse 
events. For example, an increase in patient falls in multiple hospitals could indicate an industry-wide 
issue that needs to be addressed. In such cases, information from various healthcare facilities could be 
compiled and analyzed together to reveal patterns or commonalities, facilitating the development of 
preventative strategies. 



Moreover, the effective correlation of information in adverse event analysis often requires diverse 
methodologies and leveraging technology. Techniques like root cause analysis, failure modes and 
effects analysis, or the fishbone diagram can be employed. Technological tools like AI and machine 
learning can also be used to process large volumes of data and derive meaningful insights, enabling a 
more sophisticated analysis. 

The estimated impact and scope of adverse events are 
determined 
Estimating the impact involves understanding the potential harm that an adverse event can cause. In 
healthcare, it refers to the potential harm or injury, both physical and psychological, incurred by 
patients. For instance, a medication error can result in anything from a mild side effect to severe health 
consequences or even death. Therefore, impact estimation would involve considering the severity of 
harm, the duration of the harm, and the medical resources required for recovery. 

Scope estimation is more about understanding the breadth of the event's effects. It covers how many 
people can potentially be affected, what processes may be affected, and how widespread the 
geographic range can be. It may also refer to the length of time the event might affect operations or 
processes. In a hospital situation, for example, a device malfunction might affect a handful of patients 
in one department over a few hours, or it could affect hundreds of patients across an entire hospital for 
days. 

For example, consider a case where a recognized adverse event is a malfunction in a widely-used 
model of an insulin pump, which is causing incorrect doses of insulin to be administered. The scope of 
the event would be determined through examining how many patients use this specific model, how 
many hospitals or clinics utilise this device, and how long has the malfunction been occurring, hence 
affecting the treatment. 

The impact of this event would be determined by the potential harm to patients. This could vary 
significantly depending on the degree of malfunction but some potential outcomes could include 
hypoglycemic or hyperglycemic events, which, in severe instances, can lead to comas, brain damage, 
or even death. Thus the impact would take into account the severity of outcomes, the possible need for 



additional medical interventions and the greater distress or anxiety experienced by patients and their 
families. 

Estimating these parameters helps in devising action plans, managing crisis scenarios, implementing 
safety controls, and improving the overall risk management process. This step is vital to avoid 
recurrence of events, reduce their severity, safeguard operations, and most importantly, ensure the 
safety and wellbeing of all stakeholders involved.  

Information on adverse events is provided to authorized 
staff and tools  
An adverse event, in relation to healthcare, is an unfavorable incident that results from medical 
intervention, drug use, or other treatments and does not necessarily have to be blamable on the 
treatment or drug. The critical significance of reporting adverse events is widely acknowledged in the 
healthcare sector. Consequently, it is critical that certain authorized individuals and tools are supplied 
accurate and comprehensive data about these occurrences.  

Authorized staff primarily include personnel from the risk management, quality assurance, and clinical 
safety departments. For example, a hospital's Director of Patient Safety and Risk Management would 
be a key figure who should receive information on adverse events as soon as they happen. 

A key example can be a clinical staff member noticing a sudden critical drop in a patient's blood 
pressure after a new medication was administered. The staff member must immediately report this 
adverse event to the authorized individual in charge. This could be via an adverse event reporting tool 
such as an electronic form or software system, specially designed for such input. Additionally, staff will 
be responsible for providing a detailed account of the event, including all the interventions that were 
applied, procedures followed, drugs used, and patient's response details. 

Once this data is received, the authorized staff will scrutinize the information, allowing them to 
understand the circumstances surrounding the adverse events. For instance, the risk management 
expert could use these adverse event data to analyze patterns, enabling him/her to identify potential 
systemic problems within the unit or institution. End outcomes of these analyses could include 
modification of clinical guidelines or the introduction of new safety protocols.  



One of the tools that are useful in this process is adverse event reporting software. This software helps 
in the fast and efficient collection, storage, analysis, and dissemination of information related to 
adverse events. For instance, Datix is a comprehensive software for patient safety including incident 
and adverse event reporting. The software allows healthcare providers to assess the causes of adverse 
events, take appropriate actions, and increase patient safety. Another tool is The World Health 
Organization’s (WHO’s) Pharmacovigilance toolkit that provides a structured approach to collecting 
and analyzing evidence-based details from adverse drug events. 

Lastly, it’s important to mention that the efficacy of adverse event reporting and analysis heavily 
depends on a fair and accountable culture that encourages open reporting without the fear of 
retaliation or punishment. This leads to more comprehensive reports more often, enabling the best 
possible outcomes from adverse event analyses. For example, a case where a nurse accidentally 
administered the wrong dosage of medication would ideally be handled in a way where the nurse 
feels safe enough to report the event, thereby providing an opportunity for systemic changes and the 
prevention of future mishaps. 

Cyber threat intelligence and other contextual information 
are integrated into the analysis 
Cyber threat intelligence refers to the collected information about potential or current attacks on a 
network or organization that could potentially compromise data or disrupt operations. In the context 
of Adverse Event Analysis, the integration of this intelligence along with other contextual information 
is crucial in understanding how these events occur, their potential impact, and how they can be 
prevented in the future. 

One example of this integration can relate to a ransomware attack on a healthcare organization. 
Ransomware is a type of malware that encrypts an organization’s data, making it inaccessible until a 
ransom is paid, usually in some form of cryptocurrency like Bitcoin. 

In such a case, an adverse event analysis would begin with the examination of the actual incident. The 
analysis would include recording when the attack happened, what systems were affected, and 



potential impacts, such as the interruption of critical patient services or the cost incurred due to the 
ransom demand. 

Next, cyber threat intelligence comes into the picture. Information about the source of the 
ransomware, the method of delivery such as a phishing email or a drive-by download, and any known 
vulnerabilities exploited, would be collected from various sources. These sources could include open-
source intelligence, social media intelligence, human intelligence, technical intelligence, and 
intelligence from the deep and dark web. The intelligence could also come from industry sharing 
groups, government agencies, or commercial cybersecurity vendors. 

This cyber threat intelligence would give the context to what happened — what was the technique or 
vulnerability that the threat actors exploited? Is it part of a larger trend of similar attacks in the 
industry? For example, suppose the intelligence reveals this ransomware attack is part of a larger 
campaign targeting healthcare organizations worldwide. In that case, this information provides 
additional context that contributes to understanding the incident's nature and scope. 

Contextual information would include knowledge about the targeted organization's network topology, 
normal behaviors, and patterns, as well as potential weaknesses or vulnerabilities in their systems. 
Furthermore, it also entails an understanding of the business, including the critical systems for daily 
operations, as that could give an idea of what exactly the threat actors might target. 

Integrating this cyber threat intelligence and contextual information into the analysis provides a deep 
understanding of the adverse event. This kind of comprehensive analysis can illuminate effective 
response strategies, strengthen the organization's threat detection and prevention capabilities, and 
improve the ability to anticipate, prevent, and respond to future incidents. By comprehensively 
analyzing the event and its context, an organization can derive lessons from it, improve their 
cybersecurity posture, practices, and protocols, and become more resilient to future cyber threats. 

Incidents are declared when adverse events meet the 
defined incident criteria  
In the domain of adverse event analysis, incidents are identified and declared when certain adverse 
events fulfil the pre-established incident criteria. This encompasses events that might cause harm, 



distress, damage or significant untoward circumstances, which are not consistent with routine 
operation or expected results. Consider an adverse event in a healthcare setting where medical 
procedures are being performed regularly.  

A predicacious example of this concept could be the usage of a faulty medical device during surgery 
that results into harm for a patient. Here, the damaging event aligns with the incident criteria, which 
may include causes linked to equipment failure, human error, procedural inadequacies or system-
level glitches. Consequently, such an adverse event is declared an incident, warranting immediate 
attention, a detailed investigation, corrective actions, and preventive strategies to avoid recurrence.  

Similarly, in clinical trials, adverse events are common, as the investigational drug administration may 
result in unexpected side effects in some participants. If such adverse events meet the incident criteria 
- such as severity of the health impact, connection to the investigational drug, unpredictability of the 
event, and prevalence in the participant pool - they are declared as incidents.  

For instance, if a large percentage of patients participating in a trial experience severe allergic 
reactions to the drug, that weren't previously known or expected, this adverse event would meet the 
incident criteria, and hence categorised as an incident. 

In the field of information technology and cybersecurity, if a computer system is compromised due to 
a malicious attack and leads to the theft of sensitive data, this qualifies as an adverse event. If this 
aligns with the incident criteria, including indicators like operational disruption, severity of breach, the 
volume of data stolen, etc., it becomes an 'incident'. A real-life example is the infamous Yahoo data 
breach, wherein the adverse event of data being hacked led to a massive incident, affecting millions of 
users globally. 

Hence, in adverse event analysis, recognising incidents plays a critical role. It helps organisations in 
various domains to identify and manage risk sources, take corrective actions, learn from past events, 
and build a resilient and safe environment. The focus is not only on the adverse event itself but also its 
severity, impact, causality, timing, recurrence, etc., as per the incident criteria. 

In the context of cybersecurity, adverse event analysis refers to the systematic process of collecting and 
examining data associated with security incidents or breaches. These adverse events could range from 



unsuccessful attempts to breach a system to major compromises of system integrity which 
significantly impact an organization's operations and reputation. By analyzing these events, 
cybersecurity professionals can understand the nature of threats, assess the effectiveness of existing 
security measures, identify vulnerabilities, and take strategic actions to mitigate risks. 

Adverse event analysis in cybersecurity essentially involves a few key steps: 

1. Detection: The initial phase involves the identification of a potential adverse event. These events 
are typically identified through various security tools such as intrusion detection systems (IDS), 
firewalls, anti-virus software, and event log analyzers which continuously monitor network traffic and 
system activities. These tools detect unusual activities that deviate from normal patterns or alert about 
known threats. 

2. Classification and Prioritization: Once detected, the adverse events need to be classified based 
on their nature, severity, and potential impact. For instance, an attempt to exploit a known 
vulnerability might be considered as a high-priority event while a repeated unsuccessful login attempt 
might not be as critical. This step ensures that the most significant threats are addressed first. 

3. Investigation: Involved experts then investigate the event to understand its origin, method, 
involved actors, and potential implications. This often involves a deep analysis of event logs, network 
traffic, and system configuration. The use of forensic tools and techniques might be required in case of 
significant incidents. 

4. Mitigation and Prevention: Based on the understanding from the investigation, appropriate 
actions are taken to control the incident and prevent further damage. This might involve the patching 
of vulnerabilities, changing system configurations, improving access control measures, or even 
deploying additional security tools.  

5. Documentation and Learning: Each adverse event is then thoroughly documented, including 
its nature, cause, impact, handling method, and results. This creates a wealth of knowledge that can 
help in anticipating, preventing, and handling similar incidents in the future. 



6. Review and Improvement: The effectiveness of the entire process itself is then reviewed and 
improvements are made as necessary. This might involve the upgrading of security tools, 
enhancement of detection mechanisms, or changes to the response strategy. 

While adverse event analysis is highly technical, it is also typically aligned with a wider organizational 
context, including concerns such as legal obligations, operational requirements, and business 
reputation. Therefore, adverse event analysis often involves collaboration and coordination among 
different stakeholders, including IT staff, legal advisors, public relations personnel, and business 
management. 

Adverse event analysis plays a crucial role in enhancing the cybersecurity posture of an organization. It 
facilitates the identification of unknown vulnerabilities, facilitates continuous learning, supports the 
strengthening of security controls, and enables a proactive cybersecurity approach. The ultimate goal 
is to minimize the likelihood of similar events recurring in the future, safeguard valuable assets, and 
thereby protect the integrity, confidentiality, and availability of systems and data. 



CYBERSECURITY 
RESPOND 

Take action regarding a detected cybersecurity incident.



INCIDENT MANAGEMENT 

Incident Management (RS.MA): Responses to detected cybersecurity incidents are managed. 

The incident response plan is executed once an incident is 
declared in coordination with relevant third parties  
The Incident Response Plan, commonly referred to as the IRP, comes into play when an incident occurs, 
earmarked as a situation that significantly impairs the usual and necessary running processes of an 
organization. While it may seem like a straightforward concept, the Incident Response Plan is quite an 
elaborate and intricate protocol, designed to recognize, investigate, and recover from security issues. 

Incidents can range from data breaches, denial of service (DoS) attacks, firewall breaches, to malware 
and phishing attacks. When a real-time incident occurs, with immediate effect, the incident response 
team (IRT) triggers the reaction protocol as per the IRP playbook. 

For instance, let's consider a cyber-attack scenario, where there's a breach in an organization's firewall. 
Once classified as an incident, the IRP whirs into action, coordinating with the relevant third-party 
vendors, such as the firewall vendor, the managed security service providers (MSSPs), or the internet 
service providers (ISPs). 

The plan lays out every step with comprehensive detail to ensure nothing is overlooked. The first step 
is often the identification and confirmation of the incident. The response team must ascertain the size, 
scope, and nature of the breach. They use technologies like intrusion detection systems and firewalls 
logs to confirm and investigate the incident. In our case, the firewall logs might indicate repeated 
attempts to bypass it, suggesting a potential attack. 

Next, containment of the breach is undertaken to prevent any further damage. The firewall vendor, in 
this example, is notified as a third party involved. They, in turn, could suggest or implement 



immediate corrective measures such as firewall rule changes, IP address blocking, or bolstering the 
firewall strength. 

The IRP also involves recording every aspect of the breach, including the personnel involved in the 
process, the discovery time, the scope of affected users or systems, the actions taken, third parties 
involved, and any potential hindrances faced. This documentation can later aid in the root cause 
analysis and the development of a more durable firewall. 

The recovery process entails the restoration of lost data, systems, or services, and the validation of the 
return to normal working conditions—often working closely with relevant third-parties, such as backup 
and restoration service providers. Subsequently, lessons learned from the incident are applied to 
prevent similar future scenarios, often involving regular patch updates or reviewing the relationship 
with third-party vendors. 

Thus, the Incident Response Plan is an amalgamation of a clear blueprint of actions, communication 
pathways, and recording mechanisms, combined with the agile coordination with relevant third-party 
vendors, to ensure the organization can respond quickly, comprehensively, and effectively to an 
incident. As such, it is an essential yield of proactive risk management, reinforcing the organization's 
resilience against the damaging impact of significant incidents. 

Incident reports are triaged and validated 
Incident management is a critical component of any organization's IT services, not only to maintain 
business operations but also to alleviate the risks that can potentially disrupt them. A key element 
within incident management is the process of triaging and validating incident reports, which is 
primarily handled by helpdesk or IT service desk teams. 

When an incident report is received, the first thing the team does is to triage the incident. This refers to 
the process of determining the level of severity of the incident, its potential impact on the system or 
business operations, and the required priority for addressing it. 

For instance, an incident with the highest severity that could disrupt critical system operations, such as 
a data breach or server downtime, may receive a higher priority than an issue concerning a single 



workstation's performance. Triage helps in determining which incidents need immediate attention 
and which can be addressed later. 

At this stage, the team uses specific criteria, like the number of users affected, the criticality of the 
effected system, the risk associated with the incident, and the amount of potential downtime. They 
may also consider the context of the incident, like whether it's a repetitive issue or a first-time 
occurrence. 

After triaging, the team will then move to validate the incident reports. Validation is the process of 
gathering more information to confirm the legitimacy of the reported incident. This could involve 
examining system logs, obtaining screenshots, interviewing end-users, or further technical 
examinations. 

For instance, if a user reports that they can't access their email account, the team may first verify the 
reported issue by logging into the user's workstation or by checking the email server's status. They 
may also gather additional information, such as the exact error messages being seen and when the 
issue was first noticed. This process helps the team ensure that the incident report is accurate and 
valid. 

Beyond this, validation also involves investigating the probable cause of the issue. For instance, going 
back to our example, if they find out that the user can't access the email due to a wrong password, they 
may suspect that the user has forgotten the password or it has been unknowingly changed. 

This process of triaging and validating incident reports ensures that incidents are addressed in a 
systematic manner, focusing on the most critical ones first and confirming the details of each incident 
to facilitate appropriate remediation. It helps in efficient use of resources, reduces downtime, and 
improves overall system stability and performance. It also enables a learning process where analysis of 
these incidents can provide insights into avoiding future issues or mitigating the impact when 
inevitable incidents occur. 

Incidents are categorized and prioritized 



Categorization of incidents helps the incident management team to identify the right technical team 
for the incident handling based on the type and nature of the incident. This grouping depends on the 
type of service that is affected, intersection with other services, the software or hardware involved, and 
kind of disruption.  

For instance, if a user reports an issue concerning email services, a first-level support team could 
categorize the incident as "Email/Exchange issue." Similarly, any issues related to web application 
performance could be filed under "Application slowdown or outage." Categorization helps teams to 
record and track similar incidents, analyze them over time for patterns, and implement preventive 
measures. 

Prioritization of incidents, on the other hand, is typically based on their impact on business operations 
and urgency. Impact refers to how much the issue disrupts regular business operations. For example, a 
company-wide internet outage would have a very high impact, as it would halt practically all 
operations, whereas one user being unable to access a non-critical web application would have a low 
impact.  

Urgency refers to the speed with which the incident needs to be resolved to prevent further disruption. 
For instance, an incident affecting a service needed for an ongoing project would be of high urgency, 
while an issue affecting a less critical service could be of low urgency. 

Typically, most organizations use a priority matrix to decide the priority of an incident. High impact 
and high urgency incidents are given Priority 1 and are resolved first, and then support groups move 
on to less critical incidents. 

An example of a high-priority incident could be a server crash. If a server crashes, it means the 
applications and services running on it become unavailable, affecting large parts of the business. This 
would likely be classified as Priority 1, due to the high impact and high urgency. 

On the other hand, if there's an incident where an individual is unable to access a specific, non-critical 
file on the server, it could be categorized as a low-priority incident because the impact (one person 
unable to access a non-critical file) and the urgency (doesn't necessarily need immediate action) are 
both low. 



Through the categorization and prioritization of incidents, incident management personnel are able to 
deal with problems strategically and efficiently, saving resources and mitigating problems swiftly. The 
practical completion of these processes ensures a smooth process flow, decreases downtime, and 
assists in the preservation of business continuity. 

Incidents are escalated or elevated as needed 
Incident management is a critical function in any organization that involves the process of identifying, 
analyzing, and correcting disruptions in regular operations. It strives to prevent future recurrence of 
such incidents. However, not all incidents can be handled at the same level due to their variances in 
complexity, impact, and urgency. This necessitates incident escalation or elevation within the incident 
management framework. 

Let's understand this better through a real-world example. Suppose in an IT company, a user reports 
an issue, such as Customer Relationship Management (CRM) software malfunctioning. The help desk, 
which is the first level of support, would initially try to resolve it. With simple questions and basic 
troubleshooting, they might be able to rectify common problems. This represents the first tier in 
incident management. 

However, if the issue persists or is identified as a severe bug that couldn't be handled at the level of 
the initial service desk, it would have to be escalated, either functionally or hierarchically.  

Functional escalation, often referred to as second tier or level 2 support, involves forwarding the 
incident to individuals or teams with specific expertise in the affected realm. For example, if the CRM 
software malfunctioning issue couldn't be resolved by the general help desk personnel, the incident 
will be escalated to an IT technician specializing in CRM software. 

If the issue remains unresolved, or if it is so critical that it interrupts the company's operations 
substantially, it may require hierarchical escalation. This kind of escalation moves the incident up the 
chain of command. For instance, suppose the software malfunction persists, impacting customer 
relationships and sales. In that case, the issue might be escalated to the IT Manager or even the Chief 
Technology Officer (CTO) to prompt urgent, high-level actions.  



Another example of an incident requiring immediate escalation could be a major data breach. Such an 
incident could not be handled at the first level and would require immediate attention from the top 
management, involving the IT security team, legal department, and potentially the company's CEO or 
Board of Directors. 

Incident escalation helps to ensure that an adequate level of focus, resources, and expertise are 
available to address and resolve an issue, depending on its complexity and urgency. It is a crucial 
method for prioritising and managing incidents effectively within an organization. The goal of any 
incident management process and particularly of incident escalation procedure is to restore normal 
service operations as quickly as possible while minimizing impact on business operations. 

The criteria for initiating incident recovery are applied 
The criteria for initiating incident recovery are critical parameters that act as triggers to pivot an 
organization's personnel and resources towards fixing the problem at hand.  

To initiate incident recovery, the incident must first fulfill specific criteria such as: 

1. Incident Severity: If the incident is of high severity, such as a significant data breach that 
compromises the security of customer data, then the recovery process is initiated. For instance, a 
banking institution experiencing unauthorized access to critical data might mandate immediate 
intervention. 

2. Incident Impact: The recovery process is triggered if the incident has a broad impact that could 
disrupt regular operations or business continuity. For example, if a network failure in a digital 
marketing firm is preventing employees from accessing necessary tools and services, hampering 
productivity, it meets the criteria necessary for initiating recovery. 

3. Relevance to Critical Systems: If the incident involves critical systems that directly influence an 
organization's productivity or customer service, the recovery process begins. A power outage in a 
hospital affecting essential machinery would trigger the recovery process due to the high-risk nature 
of the situation. 



4. Regulatory Compliance: Incidents including non-compliance with legal or regulatory rules also 
necessitate incident recovery. For example, if a pharmaceutical company discovered it was 
unintentionally violating FDA guidelines, triggering remedial actions would be mandatory. 

5. Potential for Escalation: If the incident poses a high potential for becoming a crisis if left 
unaddressed, the recovery is initiated. A situation where a company's publicly-facing website is hacked 
and defaced would escalate into reputation damage if not recovered promptly. 

6. Recurring Incidents: If the incident has happened before, the organization may decide to start the 
recovery process to prevent future repetitions. A software company experiencing repeated instances of 
a specific software bug could initiate recovery to find and fix the root cause. 

When the incident meets one or more of these criteria, the incident management team initiates the 
recovery process. Incident recovery strategies include activities like problem analysis, corrective cross-
functional cooperation, communication with stakeholders, deploying temporary fixes or workarounds, 
and implementing long-term solutions. The ultimate goal is to restore normal service operations as 
quickly as possible while minimizing the impact on business continuity.  

Cybersecurity incident management refers to the systematic approach towards identifying, managing, 
recording, and analyzing the events related to security in an organization's information system. When 
talking about cybersecurity, an "incident" refers to an event that could lead to loss or disruption of an 
operation, service, or data. This could include an intrusion from an external source, such as a hacker, or 
an internal source, such as an employee who accidentally released sensitive information. Thus, 
incident management is an integral part of cybersecurity designed to handle such situations. 

In the context of cybersecurity, incident management is comprised of a set of procedures starting with 
incident detection and then proceeding through a sequence of steps including incident response, 
analysis, mitigation, and recovery. The goal is to manage incidents in a manner that reduces recovery 
time and costs and ensures that incident-related information is reported in a timely manner to 
improve future incident management and prevention processes. 



The first phase of incident management is detection. Detection systems play a crucial role in 
identifying anything unusual that occurs within the organization's network. This might include 
intrusion detection systems, which identify and alert when they spot any abnormal activities. Similarly, 
intrusion prevention systems can detect and take immediate action, for example, blocking inbound 
traffic from a known malicious IP. Both human monitoring and machine-based automatic monitoring 
are employed to remain vigilant against any threat.  

Often, cybersecurity teams use Security Information and Event Management (SIEM) tools for real-time 
analysis of security alerts. These tools collect security log events from network hardware and 
applications, identify the signs of a potential security incident, and provide alerts to the team. Artificial 
intelligence and machine learning are increasingly being used to enhance the effectiveness of 
detection programs and reduce the number of false positives. 

Once the incident is detected, the next step is containing it to prevent further harm to the 
organization's network. The incident response team will isolate infected systems and analyze them to 
understand the nature of the attack. The primary goal of this phase is to minimize the damage and 
preserve evidence for forensic analysis and possible legal action. 

Following this, a problem management and resolution phase occurs, in which the incident is critically 
studied, and permanent fixes are implemented to eradicate the issue.  A root cause analysis is 
conducted to understand why the incident happened and outline measures to prevent such an 
incident from reoccurring in the future. 

In the last recovery phase, the affected systems are restored into the network ensuring normal 
operations. The necessary modifications are made depending on the incident's nature, and the system 
is monitored for some time to assure that the critical condition is entirely eradicated. 

Moreover, one crucial part of the incident management process is communication. Regular and 
transparent communication with essential stakeholders such as management, users, customers, and 
potentially law enforcement or regulatory agencies, depending on the incident severity, is crucial. 



Lastly, a post-incident review is carried out by the incident management team. This includes 
documenting lessons learned, implementing changes to policies and procedures if required and 
training staff members to better prepare themselves for future incidents. 

Here is a step-by-step guideline on incident management in the context of cybersecurity: 

Step 1: Incident Preparation  

In this initial planning phase, companies should have appropriate security tools, such as firewalls, 
intrusion detection systems, and antivirus software in place. Additionally, staffing a functional team of 
cybersecurity personnel who would be actively involved in any incident response is essential. A 
comprehensive Incident Response Plan (IRP) is required, indicating the kind of incidents that should 
be expected, how those incidents are classified, and how to respond to them.  

Step 2: Incident Identification 

The detection phase is where actual signs of an attack or abnormal behavior are identified. This could 
be in the form of system slowdowns, system crashes, unauthorized system access, or alerts from 
intrusion detection systems. Cybersecurity personnel then analyze this data and decide whether a 
security incident has occurred. 

Step 3: Incident Prioritization and Classification 

Following identification, it's crucial to classify and prioritize the incident. Different incidents may 
require different resources and/or timelines to be addressed, so correct classification can help allocate 
resources efficiently. The factors like potential data loss, operational disruption, financial impact and 
breach of legal, contractual or regulatory requirements can help determine the priority level. 

Step 4: Incident Notification 

This is when the incident response team notifies the relevant stakeholders about the security incident. 
Each incident has different levels of notification, from the immediate response team to the senior 



management or executive board, and potentially third-party vendors according to the impact of the 
incident. 

Step 5: Incident Analysis 

At this stage, the team works to understand how the incident occurred. This includes identifying the 
scope of the incident, the systems involved, the mechanism used by the attackers, and the potential 
effects. This data is crucial to take immediate containment measures and it also serves as a learning 
point for improving defenses against future attacks. 

Step 6: Containment, Eradication, and Recovery 

Containment involves implementing immediate measures to limit the spread of the incident. 
Eradication involves purging the system of any malware or elements causing the security breach. It 
may include disconnecting affected systems or installing patches. Recovery includes restoring affected 
systems back to normal. This could involve reinstalling systems, restoring files from backup, or 
removing affected files. 

Step 7: Post-Incident Review 

After the incident is managed, the next step is to perform a review of the incident and the response to 
it. Lessons can be learned, the IRP can be updated and training can be given to staff to prevent 
recurrence. Also, a detailed report should be generated about the incident, including its cause, actions 
taken, the impact, and future preventative measures. 

Step 8: Incident Reporting and Documentation  

All incidents, actions taken, and relevant details should be comprehensively documented for future 
reference. It should cover everything from detection to resolution including the steps taken, tools 
used, individuals involved, and timeframe. It also supports continual improvement of the incident 
management process and meeting compliance obligations. 

Step 9: Continuous Improvement 



The information from the post-incident review and documentation should feed into continual 
improvement of the whole incident management process. This includes the capability to prevent, 
detect and respond to incidents.  

Remember, successful incident management isn’t just about reacting to incidents, but about 
proactively adjusting and improving your defenses to mitigate against future incidents. Effective 
communication, timely actions, regular training, and continually updating your IRP – these steps form 
the backbone of a solid incident management framework. 

INCIDENT ANALYSIS 

Incident Analysis (RS.AN): Investigation is conducted to ensure effective response and support 
forensics and recovery activities. 

Analysis is performed to determine what has taken place 
during an incident and the root cause of the incident 
Incident analysis is a crucial component within several sectors such as information technology, 
healthcare, manufacturing, aviation, and many more. Incidents range from a cybersecurity breach to a 
medical error, a machine failure, or an airplane crash. Incident analysis helps in troubleshooting the 
problem and avoiding the recurrence of such incidents in the future.  

Suppose in the context of IT, a company has encountered a data breach. The initial step of analysis 
would be to identify the existence of the incident, which is done by receiving an alert or directly 
observing unusual activities from monitoring systems. Once the existence of an incident is confirmed, 
a ticket is raised, and an incident management team is assembled and briefed. 

The primary role of the team is to ascertain the nature and impact of the data breach, that is, the data's 
sensitivity that has been compromised. For instance, it could be the theft of credit card information, 



confidential emails, trade secrets, etc. The team would also assess the extent of data loss or exposure 
and the number of users affected. 

After grasping the impact of the incident, the team would then proceed to identify the root cause. For 
example, the breach could have been due to a phishing attack, a malware attack, weak password 
management, or obsolete software.  

In case of a phishing attack, the team might find that an employee responded to a phishing email, 
thinking it was from a legitimate source. That allowed hackers to install malicious software on the 
company's network, leading to the breach.  

The next part of the analysis involves investigating how the incident happened. If it's a phishing 
attack, the team may look into aspects like why the phishing email was not flagged as spam, why the 
employee did not recognize it as a phishing email, and why the malicious software was not detected 
and blocked by the company's antivirus software. 

Lastly, the team would determine corrective measures to prevent such incidents in the future. They 
may propose robust spam filters, improve the company's malware detection capabilities, enforce more 
stringent password security measures, and conduct regular employee training to detect and report 
phishing emails.  

Feedback and lessons learned from the incident are integrated into incident response planning and 
company policy to strengthen the company's resilience against such cyber threats in the future. This is 
a global view of how an incident analysis could unfold in the context of an IT data breach, but a similar 
procedure applies across all domains. 

Actions performed during an investigation are recorded and 
the records’ integrity and provenance are preserved 
During the process of an incident analysis, it is not only important to perform specific investigative 
actions but also to keep the detailed records of these actions. It is important to note that these records 
are crucial for ensuring that the findings of the investigation are supported by solid evidence. They 



help prevent any misunderstandings or misinterpretations that could potentially arise in the course of 
the investigation, and provide a clear trail of events for anyone reviewing the investigation later. 

To give you an example, suppose there is an incident in a company where a major data breach has 
occurred. For the incident analyst, the first step often begins with defining the scope of the 
investigation. Who are the parties involved? What are the systems affected? What data was potentially 
compromised? All these inquiries constitute the actions taken and should be diligently recorded. 

As the analyst delves deeper into the investigation, they may employ several different methodologies 
and tools to better understand the events that transpired. This could involve carrying out activities like 
inspecting logs, conducting forensic analysis, interviewing team members, or testing potential 
vulnerabilities. All of these actions form part of the investigation, and their outcomes should be 
recorded clearly, and in a meticulously organized fashion. 

Moreover, detailed records are also a key part of preserving the provenance. In data management, 
provenance refers to the origin or history of a piece of data. This includes who collected the data, how 
it was obtained, what alterations have been done to this data, and how it moved from its initial source 
to its current state. Preservation of provenance would mean keeping detailed logs of all these aspects.  

For example, if an analyst identifies a suspicious activity in a server log file, preserving provenance 
would mean that they would record the time the anomaly was identified, the steps taken to 
investigate it, any changes made to the file during the investigation, and how it impacted the server or 
the overall investigation. This not only allows for a transparent investigation but also helps 
maintaining accountability for any action taken. 

Moreover, the validity of this preserved provenance and integrity can be upheld even more strongly by 
measures such as timestamping, using cryptographic techniques, write-once-read-many (WORM) 
technologies, or by maintaining digital copies of documents and records.  

Incident data and metadata are collected, and their integrity 
and provenance are preserved 



Incident data and metadata are predominantly vital elements in the aspect of incident analysis. They 
both are more than often used to determine the cause of incidents and subsequently, to devise 
appropriate strategies to prevent similar incidents from happening in the future, thereby establishing 
a secure and efficient system. 

Incident data refers to the raw or primary data related to the incident. This could include the time the 
incident occurred, the exact location or area of occurrence, the primary actors or elements involved, the 
immediate consequence or fallout of the incident, and the overall impact of the incident on the 
system or organization. For instance, if a cyber-attack was launched on an organization's server, the 
incident data would include the exact time the attack occurred, the server that was most affected, the 
identifiable virus or malware used in the attack, the immediate damage to the organization's data, and 
the overall effect of the attack on the organization's operations. 

Meanwhile, metadata is data about data. When it comes to incident analysis, metadata could include 
the personnel who initially reported the incident, how the incident was reported, the response or 
action taken regarding the incident, the person or team who handled the reaction, and the time frame 
required to manage the incident. For instance, using the above example, metadata would document 
whoever first noticed the cyber-attack, how they reported it (via email, phone call, etc.), the steps taken 
to mitigate the damage (detaching the server, using anti-virus software, etc.), the IT specialist or team 
that handled the situation, and the amount of time it took to handle it. 

Preserving the integrity and provenance of incident data and metadata is vital for efficient and 
accurate incident analysis. Integrity ensures that the data has not been tampered with and is free from 
any form of manipulation or adjustments that could distort the truth or the facts about the incident. 
Provenance, on the other hand, relates to the origin of the data and metadata. It ensures that every 
piece of data can be accurately traced back to its source, ensuring that the data is valid and reliable. 

Ensuring data integrity could entail activities like data validation, data backup, use of secure and 
efficient data storage and retrieval systems, and other activities that protect the data from 
unauthorized access and manipulation. Preserving data provenance could include the use of secure 
identification systems for data input, the creation of accurate and reliable data trails, timestamping, 
and having clear documentation of all data sources and data input processes. 



Through preserving the integrity and provenance of incident data and metadata, incident analysis 
becomes more reliable and accurate. The accurate analysis then leads to improved incident 
management processes, risk reduction strategies and overall system or organizational improvement. 
Reverse traceability from any point in the incident resolution process to the origin can be 
accomplished, promoting understanding and accountability in incident handling. 

The incident’s magnitude is estimated and validated 
Incident analysis is an integral part of any organization's operations. It involves assessing a hazardous 
or unfavorable event that negatively impacts the everyday running of a business. One of the most 
critical aspects of incident analysis is determining the incident’s magnitude, and validating it. This 
process involves establishing the scale or proportion of the incident, assessing its potential impacts 
and consequences, and affirming these findings with concrete evidence or data.  

To illustrate this process, consider this scenario: a significant data breach has occurred in a 
multinational corporation, compromising countless critical personal and financial data. Detecting the 
breach, the incident response team is called upon to measure and verify the breach's magnitude. 

First, the team would start by conducting a thorough assessment of the incident to understand its 
extent. It involves understanding what data was compromised, determining how widespread the 
breach was, establishing the number of system networks or devices affected, and assessing how long 
the breach went undetected.  

In our scenario, let's say the preliminary assessment reveals that about 5,000 records of credit card 
information and personal identifiers were compromised. The breach has been active undetected for 
approximately two weeks, affecting the company's operations in three different countries. 

Once the scale of the incident is known, their next undertaking would be to assess potential impacts 
and consequences. This involves considering probable implications like customer trust erosion, 
regulatory penalties, potential lawsuits, or lost business. For example, in this case, the consequences 
may include millions of dollars in fines due to GDPR and other regulatory violations, damage to the 
company's reputation, potential loss of business as customers migrate to competitors, and so on.  



This assessment needs to be supported with evidence, thus comes the validation process. Validation is 
typically achieved through a combination of quantitative and qualitative data, such as data logs, 
system reports, incident response team findings, and in some cases, third-party investigations. For 
instance, in validating the magnitude of the data breach, the team may refer to server logs showing 
unauthorized access, system reports evidencing malicious activity, and maybe a third-party forensic 
investigation, validating the breach's extent, duration, and compromise scale.  

Thus, in this incident analysis, an initially estimated magnitude of a severe data breach is evaluated 
and validated using various information sources, such as technical reports, logs, and independent 
investigations. Each step is crucial, as it helps to establish an accurate understanding of the incident, 
setting the stage for measured response actions, mitigation efforts, and future preventative measures. 

In the expanding realm of cybersecurity, incident analysis is an integral aspect of ensuring security 
objectives and preparedness. Whether it’s a minor email phishing attempt or a massive zero-day 
exploitation, each cyber incident has a unique footprint which requires precise analysis for effective 
resolution and prevention of subsequent attacks. 

Incident analysis, in the context of cybersecurity response actions, is the systematic investigation of 
security events and alerts to aid response teams in arriving at an informed conclusion over an 
incident’s scope, damage, nature, and mitigation steps. 

In a typical cybersecurity incident lifecycle, the analysis process comes just after the incident 
identification phase. It strives to answer critical queries such as: What kind of attack occurred? How did 
it happen? Which systems are affected? What kind and measure of data has been compromised?  

This information-directed process not only helps in navigating the cyber maze during incident 
containment and remediation phase but also narrows down the culprits by investigating the attack’s 
modus operandi. 

Incident analysis involves several key mechanisms and tools. It broadly includes log and event data 
analysis, network traffic examination, and digital forensic investigation. 



In log and event data analysis, cybersecurity analysts examine entries in the system, application, or 
security logs. Logs offer a wealth of information on the sequences before, during, and after the 
incident such as: What actions were taken? Who performed them? When were they performed? 
Moreover, these logs contribute to understanding the breach method - be it malware infiltration, 
account misuse, unauthorized access, or advanced persistent threats (APTs). 

Network traffic examination acts as another useful tool in incident analysis. This monitors network data 
packets, connections, and digital transactions to fetch insights on the origin, destination, and content 
of the cyber assault. It also utilizes intrusion detection systems (IDS) and intrusion prevention systems 
(IPS) for early detection of breaches and non-standard traffic patterns. 

Digital forensic investigation is the most precise part of incident analysis, involving intense scrutiny of 
digital evidence following the incident. This process can help identify the specific malware variant, a 
suspicious IP address, or a compromised user account involved in the attack. It uses advanced forensic 
tools for this detailed evidence collection and documentation that can be taken to law enforcement, if 
necessary. 

Incident analysis also plays a pivotal role in incident reporting and review phases. CISOs, Risk 
Managers, or any department-related management need the output from the incident analysis to 
comprehend the ramifications of the cyber incident, devise appropriate defense mechanisms, and 
improve strategic planning for future incidents. 

Over and above these, incident analysis aids in evaluating the effectiveness of existing control 
systems, informs incident response plans, heightens security awareness, trains response teams, and 
most importantly, evolves an organization's overall cybersecurity posture. 

In the face of ongoing and innovative cyber threats, organizations must consider incident analysis as 
an essential part of their cybersecurity armor. By constantly learning from incidents and making 
informed enhancements through structured incident analysis, the business can maintain a robust and 
resilient cyber defense system. 

Incident analysis is a crucial component of cybersecurity. It involves the identification, investigation, 
and resolution of cybersecurity incidents, which could range from data breaches to denial-of-service 



(DoS) attacks. Here are step-by-step guidelines on how to perform an effective cybersecurity incident 
analysis.  

1. Detection and reporting: The initial step in incident analysis is to be alert to an incident. 
Cybersecurity tools can set off an alarm when there's a potential security issue. Additionally, staff 
members might notice and report issues. Regardless of how the knowledge comes to light, the next 
step is to record the incident into a registration system, complete with facts such as when it occurred, 
who noticed it, the nature of the issue, etc. 

2. Triage and Categorization: In this stage, the reported incident should be classified based on its 
nature and the level of threat it represents to the organization. This stage also involves prioritizing 
incidents based on factors like the potential effect of a security breach, the systems or data affected, 
and the incident's potential to spread or escalate.  

3. Investigation: This step involves getting to the bottom of the incident. Investigators need to 
assess what, where, when, why, how the incident happened. This might involve reviewing log files, 
examining systems in their current state, and/or utilizing specialized forensic tools to collect and 
assess digital evidence. The main objective is to understand the incident fully - its source, cause, effect, 
and to confirm whether it's a false positive or a genuine threat. 

4. Containment: Once the incident has been identified and reported, it's time to contain it. This 
could involve disconnecting infected systems or networks from others to prevent the threat from 
spreading, changing passwords and encryption keys, or blocking specific IP addresses. The 
containment strategy will largely depend on the type of incident and systems involved. 

5. Eradication: If necessary, you must remove the root cause of the incident. This might involve 
terminating compromised system processes, deleting malware, disabling unnecessary services, 
patching vulnerabilities, or replacing compromised files or system components. 

6. Recovery: In this phase, the compromised systems are prepared to return to normal operations. 
The recovery measures could involve anything from restoration of systems to a known good state, 
confirmation that all systems are functioning normally, and identifying and implementing any 
necessary changes to prevent a future occurrence. 



7. Incident closure: Once the incident has been resolved, it's important to document all activities in 
a post-incident report. This report includes details about the incident, discoveries made during the 
process, actions taken, and recommendations for preventing future occurrences. Also, this report can 
later be used for auditing and improvement purposes. 

8. Post-Incident review: Often performed as a "lessons learned" session, this step involves 
gathering all parties affected or involved with the incident to discuss how it was managed from end to 
end, what went wrong, what went right, and what could be done better in the future. This step is 
critical as it helps in refining the Incident Response Plan for better handling future similar incidents. 

INCIDENT RESPONSE REPORTING 
AND COMMUNICATION 

Incident Response Reporting and Communication (RS.CO): Response activities are coordinated with 
internal and external stakeholders as required by laws, regulations, or policies. 

Internal and external stakeholders are notified of incidents 
Internal and external stakeholders play a crucial role in the incident response reporting and 
communication process within an organization. Whenever an incident occurs, it's important to notify 
these stakeholders promptly in order to generate the necessary responses in a timely manner. This 
ensures the incident is properly managed and minimizes potential damage. 

Internal stakeholders typically include employees, managers, and executives of a company. Each of 
these groups should be notified according to their roles and responsibilities in the organization. For 
example, IT staff might need to be informed immediately about a cyber-attack incident in order to 
begin assessing the severity and evaluating possible mitigation strategies. However, other staff might 
need only a general update about the incident status and what actions they should take, like changing 
their passwords or avoiding specific systems. 



Management and executives need to be informed as well to ensure appropriate oversight and 
direction. For example, the CEO of a large retail company, upon being informed of a data breach, can 
provide strategic direction and prioritization of resources specific to addressing and recovering from 
the incident. 

External stakeholders may include an organization's customers, partners, regulators, and even the 
public, depending on the situation. For instance, in the case of a data breach in a financial 
organization, customers have to be notified as their personal data might be compromised. They would 
need to be told what happened, the level of risk involved, and the mitigation steps that the 
organization is taking. Additionally, customers would need instruction on protective steps they may 
need to take, such as monitoring their credit reports. 

Partners or suppliers, depending on their relationship and involvement, may also need to be 
informed. For example, an internet service provider may need to be informed about a DDoS attack 
incident in order to collaboratively respond to the attack.  

Regulatory bodies may need to be contacted depending on legal requirements. For instance, under 
General Data Protection Regulation (GDPR), data breaches must be reported to appropriate regulatory 
bodies within 72 hours. Coordinating with authorities could lead to the identification and prosecution 
of the perpetrators. 

In certain cases, the media may need to be involved as well. The aim here is typically to control the 
narrative and minimize reputational damage. A clear and factual update can also reassure the public 
and other stakeholders that the organization is responding effectively to the incident. 

In sum, notifying internal and external stakeholders during an incident response is crucial. It facilitates 
effective incident management, aids compliance with legal obligations, and supports transparent 
engagement with all parties that could be affected by the incident. 

Information is shared with designated internal and external 
stakeholders  



In the realm of Incident Response Reporting and Communication, it is imperative that information is 
shared with both designated internal and external stakeholders during and after an incident. This 
sharing of information is quite multifaceted. It not only helps with immediate incident resolution but 
also provides a basis for future incident prevention and strategic planning for organizational security. 

For instance, consider an incident involving a data breach in a large multi-departmental organization 
such as a bank. An unfettered cyber-attacker might have gained unlawful access to some sensitive 
account holder information. 

Once the security team identifies that an Incident has occurred, they will engage in thorough incident 
analysis, which includes determining the extent of the breach, identifying the vulnerabilities that were 
exploited, and understanding the tactics, techniques, and procedures (TTPs) used by the attacker. All 
these details compiled into an Incident Report is the information that needs to be shared with the 
relevant internal and external stakeholders. 

Internal stakeholders usually include different levels within the organization like the IT department, 
management teams or board of directors, risk management teams, legal teams, etc. For example, the 
IT department needs the technical details of the breach to immediately patch up system vulnerabilities 
and prevent further exploitation. The management needs to understand the specific implications for 
business continuity and customer reputation, so they need high-level details about the nature and 
seriousness of the incident. 

Sharing the Incident report with risk teams will enable them to revise the risk model if required, and 
the legal department can consider whether any laws were breached and if the bank has obligations to 
report to regulators. In our example, the HR department could be alerted if the breach involved 
employee personal data, and they could ensure appropriate communication with affected employees 
about measures to take in response to the breach.  

External stakeholders may include affected customers, regulatory authorities, external cyber defense 
teams, and potentially even the public. For instance, in the bank's context, any account holder whose 
data has been compromised is an external stakeholder. They should be informed of the breach, the 
type of data compromised, and measures to be taken to protect their assets or identity. 



Regulatory agencies like the Office of the Comptroller of the Currency (OCC) or Federal Reserve in case 
of U.S or the Financial Conduct Authority (FCA) in the U.K, depending upon the jurisdiction need to be 
informed to maintain legal compliance and provide details as required by them. Cybersecurity 
insurance agencies are another critical external stakeholder that would require event-specific 
information to process any claims resulting from the incident. 

Lastly, Law enforcement agencies such as the FBI may need this information to help with the 
investigation of the incident, especially if money has been stolen or the same criminal group is 
suspected of breaches at other institutions. 

Public relations departments or first response agencies, if the incident requires public disclosure, also 
come under external stakeholders. They need the information to craft a clear, accurate, and reassuring 
response to the public. 

Cybersecurity incident analysis is all about staying on top of potential threats and mitigating them 
before they can cause significant damage to the system or compromise sensitive data. This in-depth, 
step-by-step approach can assist in managing disruptions quickly and efficiently, minimizing damage, 
and preventing future occurrences. 

Incident Response Reporting and Communication is a critical aspect of cybersecurity and involves a 
systematic process for identifying, addressing, and managing the aftermath of a security breach or 
cyber attack. This process incorporates various procedures that aim to minimize the impact and enable 
recovery from the incident as quickly and efficiently as possible. Incident response reporting is a 
crucial element of cybersecurity strategy that provides an organized method for dealing with the 
various stages of an incident, including preparation, identification, containment, eradication, recovery, 
and lessons learned. 

The first step is the Preparation phase, where organizations create and implement incident response 
plans. These plans typically include contacts for key personnel, procedures for dealing with various 
types of incidents, checklists, forms for reporting incidents, and communication plans. It may involve 
educating and training staff about potential threats, how to identify them, and what to do when an 
incident is detected. 



The next phase is Incident Identification. This involves detecting and acknowledging the incident. 
Security personnel use various tools and systems to identify attacks, including intrusion detection 
systems, firewalls, and antivirus software. The identification phase often relies on automated alerts 
from these systems, as well as reports from users. Any suspected security incident must be 
documented and reported immediately to help start the response process. 

Upon identifying a potential incident, the containment stage commences. This step restricts the 
impact of the attack by isolating systems, networks, or devices that may be affected. Incident 
responders may take affected systems offline to prevent further spread of the attack. Proper 
communication during this phase is crucial to ensure that all team members and executives are 
updated on the situation. 

Following containment, the Eradication phase begins. This process aims to remove the cause of the 
incident, which could be as straightforward as deleting malicious code or as complex as rebuilding 
compromised systems. Incident responders work to validate that the threat is eliminated, often 
working with forensic experts to gather evidence for legal proceedings. 

The next phase of the response process is Recovery, where services are gradually restored to normal 
operation and preventive measures are put into action based on lessons learned. This step often 
involves stress-testing systems, re-evaluating security protocols, and, in many cases, communicating 
with users or customers about the incident. 

Finally, an essential part of the incident response process is ‘Lessons Learned’ or Post-Incident Analysis. 
In this phase, the incident response team gathers to discuss what occurred, dissect how they handled 
the situation, and identify areas for potential improvement. The insights gathered from this phase help 
the organization be better prepared for future incidents. 

Incident response reporting plays a crucial role throughout each phase. Detailed and consistent 
reporting helps in tracking the incident from detection through recovery and can provide critical 
artifacts in case of legal action. Reports should include all facts, actions taken, individuals involved, 
timeline of the event, and any observed impacts.  



Communication is also a fundamental part of incident response. This includes communication within 
the incident response team, as well as across other parts of the organization, such as management, 
legal, public relations, and stakeholders. External communication may also be necessary, such as 
reporting the incident to customers, partners, regulators, and in some cases, the public. Effective, 
transparent, and timely communication can significantly influence the overall perception of the 
organization's handling of security incidents. 

Here are step-by-step guidelines on Incident Response Reporting and Communication: 

1. Preparation: 

Before any incident occurs, it's important to have an incident response (IR) plan prepared. The plan 
should include strategies for communication and reporting and should be well-documented and 
disseminated across all relevant teams within the organization. This plan should also include 
measures to ensure all vital systems, data and backups are secured to allow for quick recovery. 

2. Identification: 

When there's a suspicion that a cybersecurity incident has occurred, the relevant people or teams must 
be informed as quickly as possible. Incident identification can come from various sources, such as 
security monitoring tools, user reports, or even external parties. All detections should be treated as 
potentially serious incidents until proven otherwise, and the incident response team should initiate 
the plan immediately. 

3. Initial Assessment: 

Once an incident has been identified, the first step is to assess the situation to determine its potential 
impact. This initial assessment should include information about who or what was affected and to what 
extent. The team should try to understand the nature and type of the incident (DoS attack, malware, 
data breach, etc.), the systems affected, the data compromised, and the potential fallout. 

4. Documentation: 



Every step taken, from detection to recovery, needs to be meticulously documented. This helps track 
the incident, determine what went wrong and how to prevent future occurrences. Documenting the 
incident also aids in reporting to regulatory bodies, law enforcement, or affected third parties, if 
necessary.  

5. Incident Categorization: 

Once identified and assessed, the incident needs to be categorized based on its severity and potential 
impact. This can help prioritize tasks and resource allocation and is also important for reporting 
purposes. Incident categorization may differ from one organization to another, depending on the exact 
nature of their operations. 

6. Response and Mitigation: 

After assessing and categorizing the incident, the response team executes procedures to contain and 
mitigate the incident. During this process, constant and effective communication is crucial to keep all 
relevant parties in the loop about the current status, actions taken, and any further actions required. 

7. Reporting: 

Once the incident has been mitigated, it's time to report the incident, both internally and externally. 
The reports should include the nature of the incident, the actions taken, the results of these actions, 
and any preventive measures implemented. Regulatory reporting might be required based on the 
severity of the incident or if there are legal obligations involved such as GDPR, HIPAA, etc. 

8. Communication: 

Effective communication is key during the whole process, and it's important that both internal 
communication (within the team and with other colleagues) and external communication (with 
customers, third parties, or even the media, if necessary) is handled delicively and honestly. Have a 
designated spokesman, preferably someone from the senior management, to assure stakeholders that 
the incident is under control and being addressed. 



9. Post-Incident Analysis: 

Once the incident has been resolved and reporting is complete, a post-mortem analysis should be 
conducted to identify and learn from any mistakes or shortcomings during the response. This analysis 
will allow the organization to refine their IR plan and improve for the future. 

10. Update Incident Response Plan: 

Based on the knowledge gained from the post-incident analysis, update the IR plan to include those 
lessons. This could be updating communication channels, or modifying response procedures, or 
simply strengthening cybersecurity measures. 

Impenetrable cybersecurity is a myth in today’s digital world, but effective incident response reporting 
and communication can drastically lessen the blow of a breach. It’s vital to always be vigilant and 
prepared for potential incidents. 

INCIDENT MITIGATION  

Incident Mitigation (RS.MI): Activities are performed to prevent expansion of an event and mitigate its 
effects. 

Incidents are contained 
Incident mitigation refers to the strategies that organizations implement to manage and reduce the 
severity and impact of incidents. An "incident" in this context could range from a technical error in an 
IT system to risks involved in executing a new business strategy, or even a security breach. Containing 
such incidents is a critical step in the overall process of incident mitigation. 

For instance, consider the scenario of a cyber security breach in a company's IT network. The company 
becomes aware that an unauthorized entity has gained access to sensitive customer data. At this stage, 
the incident has been identified, and company's incident response team would move to contain it. 



Containment involves immediate measures to prevent the spread or escalation of the incident. Using 
our example, it may include tasks such as isolating parts of the network compromised by the hacker or 
deploying refined access controls to limit additional unauthorized access. A more drastic approach 
could involve taking the affected systems offline completely. Incident containment's primary purpose 
here would be to limit the damage and prevent further data loss, while concurrently preserving 
evidence for analysis and potential legal proceedings. 

For this process to be effective, though, it should be part of a systematic incident response protocol. 
Consisting of pre-defined roles and procedures underlining the steps to take once an incident is 
identified.  

Another example could be a product defect in a manufacturing scenario. Once the defective product is 
detected, immediate actions like halting the production line, segregating the affected products, or 
adjusting the machinery parameters would be part of the containment strategy to prevent the 
proliferation of more defective products. 

Containment strategies are often planned and tested ahead of time as part of Incident Response Plans 
or Emergency Action Plans. For example, in natural calamity situations, organizations have evacuation 
plans to ensure the safety of their employees. These plans, typically involving designated evacuation 
routes and assembly points, function to ‘contain’ the incident and limit its impact on the personnel 
involved. 

No two incidents are the same, and the methods and resources required for containment will differ, 
sometimes shifting as more information is gained about the ongoing situation. However, the prime 
objective of incident containment remains to limit the impact and severity of the incident, preserving 
the organization's operations and reputation. It's a vital initial step in the life cycle of incident 
response prior to eradicating the issue and initiating recovery actions. 

Incidents are eradicated 
Incident mitigation, primarily in information technology, digital security, and risk management, 
involves a cyclical process that identifies, evaluates, eradicates, and learns from various incidents to 



ensure systematic efficiency and sustainability. Put simply, it is the action taken to minimize the 
impacts of any undermine event or to stop similar incidents from occurring in the future. With the 
eradication of incidents signifying the stage where swift and decisive actions are taken to eliminate 
root cause issues or threats, it plays an influential role in establishing an intelligent corporate 
landscape. 

For illustrating the idea of incident eradication, let's take a real-life example ... imagine a leading e-
commerce business. This business might process thousands of online transactions daily, thus the 
integrity, confidentiality, and availability of its client's data is crucial. Suppose one day, a glitch is 
identified in the system, causing performance issues, disturbing transactions, and potentially 
exposing customer data to unscrupulous elements.  

In this scenario, incident mitigation kicks in. The first step is usually Incident identification, where the 
technical team detects the glitch. Afterward is the evaluation stage, where the glitch is scrutinized, its 
impact measured, and the cause of its manifestation determined.  

Following these stages is the key stage – the eradication of the incident. In this phase, resources and 
strategies are employed to eliminate the root cause. For instance, the technical team might decide to 
update the system software, alter a code line, or amplify the system's security to handle the breach 
successfully. In some extreme situations, the system could even be shutdown temporarily or replaced 
entirely to halt the spread of the threat.  

Once the glitch or threat has been eradicated, transactions can resume their smooth, efficient flow. 
However, the process does not end with the mere annihilation of the problem. The concluding stage, 
'learning from the incident', is equally important. In this, preventive measures, such as firewalls, 
routine checks, and software updates, are amplified. Also, the eradication process is reviewed for its 
effectiveness to ensure precise handling of any possible future incidents. 

The precise application of this process in different fields can vary. For instance, in a healthcare facility, 
the incident might be the outbreak of an infectious disease. The incident mitigation could involve 
isolating the affected individuals (eradication), followed by a full disinfestation of the facility and a 
rigorous review of protective measures. 



Irrespective of the context, the goal remains to fortify the system against future disruptions. By 
conscientiously following the stages of incident mitigation, particularly focusing on the eradication of 
incidents, businesses and organizations can render their operational flow more efficient, reliable, and 
secure. 

Incident mitigation in the context of cybersecurity refers to the strategic process employed in reducing 
the potential damage or impact of a security incident. It is considered the backbone in the construct of 
an incident response plan. Through this process, organizations can prepare for, identify, manage, and 
eradicate cybersecurity threats that could potentially harm their systems and data. Incident mitigation 
doesn’t merely end after a threat has been addressed; it also includes steps for recovery, improving 
the system’s resilience, and anticipating future incidents.  

At the outset, mitigation planning in cybersecurity begins with risk assessment. This process involves 
identifying and prioritizing potential and existing threats. Understanding the vulnerabilities and 
weaknesses of the system allows for an efficient allocation of resources in addressing the most critical 
problems. This proactive approach helps in preparing for risks before they become full-blown threats. 

Upon the inception of an attack, the immediate step is to contain the incident to prevent it from 
affecting other areas of the system. Isolating the compromised components can prevent an attack from 
escalating and causing further damage. Part of the containment strategy would be "sandboxing," 
which confines the security threats by creating an isolated, controlled, and secure environment. 

Simultaneously, an effective incident mitigation strategy involves swift incident reporting. Forensic 
analysis practices can be useful at this stage, where a detailed examination of the attack can help in 
understanding the threat actor, the exploited vulnerabilities, the potential motives, among other 
elements. Comprehensive reporting supports the development and implementation of corrective 
actions.  

The next step in incident mitigation involves eradicating the cause of the incident or threat and 
recovering systems or data that may have been compromised. This could involve patching 
vulnerabilities, removing affected files, or reinstalling system components.   



Post-incident, a part of the mitigation process is a thorough incident review. This phase involves 
analysing the incident, assessing how it was handled, documenting lessons learned, and making 
necessary adjustments to prevent similar incidents from recurring in the future. This step is critical 
because it improves the organization's overall cybersecurity posture and future resilience.  

Another part of the mitigation process is implementing increased security measures and defenses 
based on the findings from the incident. This could include updating firewalls, installing new phishing 
filters, enhancing password protections, or even providing further staff training to avoid human errors 
that may lead to security breaches. 

Incident mitigation is an ongoing process, as new threats and vulnerabilities continue to emerge. 
Regular audits of the system, continuous monitoring, and updating incident response plans play an 
integral role in building a robust, resilient system that can withstand attacks.  

Step 1: Incident Identification 

The first step to any incident mitigation process is to identify that an incident has indeed occurred. This 
is usually achieved by the use of security systems such as Intrusion Detection Systems (IDS) and 
Intrusion Prevention Systems (IPS), firewalls, and antivirus software, among others. These systems 
provide alerts for any perceived threat or attack. The signs could also be as obvious as a system crash or 
as subtle as a slight slowdown in system performance.  

Step 2: Initial Analysis and Categorizing the Incident 

Once the cybersecurity incident has been identified, the next step is to conduct an initial analysis of 
the situation. This would involve understanding the nature of the incident- whether it's a malware 
attack, a system breach, DDoS attack, etc. Then, classify it according to its severity and potential impact. 
This will set the course for the rest of the mitigation process. 

Step 3: Gather & Preserve Evidence 

After categorizing the incident, start collecting evidence related to the incident. This might include log 
files, the state of the running processes, network traffic, and other pertinent data that could help 



identify the origin and impact of the incident. The evidence collected at this stage will be critical in the 
investigation and remediation process. Ensure the integrity of the evidence is preserved as it might be 
needed for legal proceedings. 

Step 4: Contain The Incident 

The fourth step is containment, when you prevent the damage from spreading further across the 
network. This can be achieved by isolating affected systems, blocking malicious IP addresses, changing 
login credentials, or even temporarily shutting the system down. This will depend on the nature and 
extent of the incident. 

Step 5: Eradicate the Threat  

Once the threat is contained, you'd need to completely eradicate it to prevent future attacks. This could 
involve uninstalling a malicious software or a patch, disinfecting a system, or a complete system 
restore in some extreme cases. 

Step 6: Post-Incident Analysis and Recovery 

After firmly eradicating the problem, a post-mortem analysis should be held to analyze the incident, 
what led to the breach, and how well the response went. This analysis would be instrumental in 
improving security measures and refining incident response procedures. Meanwhile, the affected 
systems will be gradually restored and brought back to normal operations.  

Step 7: Reporting 

A detailed report should be prepared that includes a chronological account of the incident, measures 
taken, time taken to respond, the extent of the damage, and the overall effectiveness of the response 
strategy. The report will serve as a formal record of the incident and can be used for training purposes, 
improving incident response mechanisms, or as evidence in legal proceedings. 

Step 8: Review and Update Incident Response Plan 



Lastly, based on the post-incident analysis and the report, the incident response plan should be 
reviewed and updated to address any identified deficiencies. Changes in technology, network 
infrastructure, and threat landscape should be considered while updating the plans. Training and 
awareness programs should be organized based on the learnings from the incident. 

Remember, the incident mitigation process is highly dependent on the scale, nature, and complexity 
of the incident, and the structure and resources of the organization. These steps provide a broad 
framework that should be adapted according to specific scenarios. 



CYBERSECURITY 
RECOVER 

Restore assets and operations that were impacted by a cybersecurity incident.



INCIDENT RECOVERY PLAN 
EXECUTION 

Restore assets and operations that were impacted by a cybersecurity incident. 

The recovery portion of the incident response plan is 
executed once initiated from the incident response process 
Incident recovery is a critical element of any comprehensive incident response plan. It commences 
immediately after the mitigation and containment of a cyber incident. It essentially involves the 
restoration and return to normal functionality of the affected systems and processes. 

The execution of the recovery portion of the incident response plan mainly follows a series of steps. 
These steps typically include assessment of the residual risks, restoration of affected systems, 
validation of the systems to ensure they are fully functional and working as intended, documentation, 
and analysis of the incident to create a lessons-learned report. 

Assessing remains of the risk is an important first step. It involves identifying vulnerabilities that may 
still be present after the successful containment and eradication of the incident. For instance, after a 
ransomware attack, it might include assessing whether any traces of the malicious code still remain 
within the systems, or if the attack uncovered any new vulnerabilities that could be exploited in the 
future. 

Restoration of affected systems is another critical step. This includes reinstating all compromised 
hardware, software, and data to its original state. Using backups to restore the system to its last known 
good configuration before the incident occurred is a common practice. For example, in case of a DDoS 
(Distributed Denial of Service) attack, recovery could entail disconnecting the affected server, cleansing 
it of any threats, and then restoring it from a clean backup. 



Validation of the systems entails ensuring that the restored systems are functioning correctly. This 
could involve things like carrying out various integrity checks and performance tests, or it could be as 
simple as a user confirming that a previously unavailable service is now available. 

Documentation is an often overlooked, but absolutely crucial part of the recovery process. This 
includes recording all actions taken during the incident response and recovery stages, from the time 
the incident was first detected to its ultimate resolution. This document can be used as a resource for 
conducting a comprehensive post-incident review. 

The final and perhaps most important step is to conduct a 'lessons learned' session where the entire 
incident, from detection to recovery, is thoroughly reviewed. This process allows the organization to 
learn from the experience and refine its incident response plan. This retrospective analysis can help 
identify gaps in preparedness and assist the organization in enhancing its defensive posture. 

All these steps illustrate how an incident recovery process unfolds, transforming a state of 
compromised security into a secure, operational state. It's important to note that the specifics of an 
incident recovery process can vary widely based on the nature of the incident, the organization’s 
business objectives, risk tolerance, and regulatory requirements. Therefore, a recovery plan should be 
seen as a dynamic document, requiring regular update, and improvement. 

Recovery actions are determined, scoped, prioritized, and 
performed 
Incident recovery is like an orchestra where every player has a part to play, and all actions must be 
coordinated to create a perfect harmony. Recovery actions, in the context of Incident Recovery Plan 
Execution, are the implemented steps or measures taken to restore a system's or organization's 
operations and services after an unexpected event or incident. These actions are determined, scoped, 
prioritized, and performed in a systematic, structured manner to provide for effective and efficient 
recovery. 

Determination of Recovery Actions: 



The first step in the recovery process involves accurately defining actions that are crucial to recovery. It 
usually starts with the identification of the systems, services, or operations disrupted by an incident. 
For instance, if a company faced an IT security breach, the potential actions might include isolating 
affected systems, identifying the source and nature of the breach, and deciding on actions to mitigate 
and recover lost data. 

Scoping of Recovery Actions: 

The next step, scoping, involves identifying the extent and limits of the recovery action. Using the 
previous example, the scoping of actions could involve defining which specific systems need isolation, 
where the potential security breaches might have occurred, what sort of expertise is required for the 
actions, and what resources will be used in the recovery process. Expert evaluation and risk 
assessment play a crucial role in this stage to delineate the extent of the recovery actions. 

Prioritizing Recovery Actions: 

Once the actions are scoped, they are then prioritized based on different factors such as the criticality 
of services, systems, or operations affected, available resources, and potential impact on the 
organization. For instance, recovery actions that preserve business-critical systems will usually be 
given higher priority, as their downtime could lead to significant losses. As a crude example, in the 
context of the security breach, isolating the affected systems to prevent further damage might be 
given a higher priority over actions such as data recovery or identifying the source of breach. 

Performance of Recovery Actions: 

Finally, the actions are performed based on the established schedule and prioritization. This stage 
usually involves incident response teams, IT administrators, and recovery experts who will implement 
the actions as per the plan. Performance might primarily focus on digital actions such as data backup 
and restoration, system patching, or even hardware replacements. However, it might also include 
organizational actions such as internal and external communication, contract negotiations, or 
regulatory compliance. 



The integrity of backups and other restoration assets is 
verified before using them for restoration 
In the event of an incident, such as a ransomware attack or a catastrophic hardware failure, there is a 
pressing need to restore operations back to normal as quickly as possible. Now, in any robust incident 
recovery plan, the utilization of backups and other restoration assets is an integral feature. However, 
before their actual utilization, it is crucial to verify the integrity of these backups and restoration assets.  

Verification of the integrity of these backups means ensuring that these backups accurately represent 
a fully functioning version of the system at a prior point in time. This incorporates three main aspects: 
the completeness of the backup (i.e., whether all necessary data and settings were included), the 
accuracy of the backup (i.e., whether the data and settings were correctly captured), and the vitality of 
the backup (i.e., whether the backup is still in a usable state - free of corruption or deterioration).  

A well-executed verification process includes strategies such as regular test restorations from backups 
to ensure they are functioning correctly, checksumming (a process in which a short, fixed-size data 
derived from the backup file is calculated and compared with a previously calculated checksum to 
ensure no degradation or alteration of data), version tracking, and ideally keeping a log of these 
validation checks.  

For instance, imagine an auto company that uses a complex data system to maintain a database of 
customer details, transaction records, stocks, sales performance, etc. Now consider an instance where, 
due to a cyber-attack, the company's data system gets compromised. In this scenario, before resorting 
to restoration assets, one of the best practices would be to conduct sample test restorations to ensure 
that data and settings are accurate. The incident recovery team could choose multiple random data 
sets across different time points and verify them against the primary data source.  

Additionally, they would be wise to perform checksum calculations to identify any potential data 
corruption or changes that might have happened post-backup. This way, they can ensure that the 
backup data align with the original one, preventing restoration of any unwanted or corrupt data.  



Moreover, it is of paramount importance to have a time-stamped log for these validation checks. It 
would not only maintain the record of consistency and irregularities (if any) but also provide crucial 
insights while troubleshooting or refining the disaster recovery process.  

To sum up, before using backups and other restoration assets for restoration during incidents, it is 
essential to verify their integrity for a successful recovery. This way, organizations can rely on their 
recovery strategies, reduce downtime, save resources, and instill confidence among their stakeholders. 

Critical mission functions and cybersecurity risk 
management are considered to establish post- incident 
operational norms 
On the battlefield of cybersecurity, breaches, and attacks are potential norms commerce, government 
agencies, or social institutions must face. It is for this reason that understanding and establishing post-
incident operational norms is vital in the context of Incident Recovery Plan Execution (IRPE). Critical 
mission functions and cybersecurity risk management play indispensable roles towards achieving this 
understanding. 

The understanding of critical mission functions, for starters, must take center stage for all stakeholders 
involved in cybersecurity. The primary reason behind this is the need to have a clear understanding of 
the fundamental processes, applications, and systems that fulfill the key operational objectives of an 
organization. Without this understanding, coordinating a response to a cybersecurity incident would 
be challenging. For instance, a banking institution needs to have a clear picture of its critical mission 
functions, such as transaction processing, account management, or fraud detection. Should a 
cybersecurity incident occur, the identified critical functions would guide the IRPE, ensuring that these 
functions are restored to normalcy as quickly as possible. 

Moreover, an organization must prioritize its critical mission functions, an aspect that necessitates the 
factor of cybersecurity risk management. With effective risk management, an organization could 
devise a security strategy that aligns with its mission objectives and risk appetite. This approach would 
help an organization determine the resources needed for protection, mitigation, and recovery efforts. 
For example, a health insurance organization might identify patient record-keeping as a critical 
mission function and thus prioritize it in risk management. Therefore, should a cybersecurity incident 



happen, the IRPE would first aim at restoring the patient record-keeping system before any other non-
critical systems.  

Furthermore, cybersecurity risk management informs the organization about potential vulnerabilities, 
threats, and subsequent risks attached to its mission-critical functions. For a manufacturing enterprise, 
for instance, the sensitive intellectual property could be considered a critical mission function. In-
depth cybersecurity risk management would expose any threats to this function, chart a risk mitigation 
strategy, and inform post-incident operational norms in the event of an adverse incident.  

With this knowledge, an organization acquires the capacity to establish robust post-incident 
operational norms that ensure the resumption of mission-critical functions swiftly, thereby minimizing 
downtime. The ability to recover and restore critical functions while managing risk appropriately plays 
a significant function in businesses' survival in today's interconnected cyberspace. The Incident 
Recovery Plan Execution, bolstered by a sound understanding of crucial mission functions and 
cybersecurity risk management, can go a long way in elevating an organization’s resilience facing the 
unrelenting threat of cyber incidents.  

To summarize, the understanding of critical mission functions and cybersecurity risk management 
plays a crucial role in determining the post-incident operational norms. With these operational norms, 
organizations can recover swiftly from cyber incidents and ensure a quick return to normal operations, 
ultimately sustaining their competitive edge in their respective industries. Therefore, organizations 
must invest heavily in understanding their mission-critical functions and implementing robust 
cybersecurity risk management practices. 

The integrity of restored assets is verified, systems and 
services are restored, and normal operating status is 
confirmed 
The execution of an Incident Recovery Plan (IRP) follows a major disruption to a business's information 
systems - this could be a cyberattack, software failure or other catastrophic event. In this critical phase, 
the organization works tirelessly to restore and validate the integrity of assets, resume systems and 
services, and ensure that normal operations can be confirmed. This systemic restoration follows a 



structured, well-documented process designed to ascertain each function's operational capability and 
ensure the organization's continuity. 

The integrity of restored assets is the first, and one of the most critical stages of the IRP. This involves 
rigorous testing and validation of every asset brought back online after the incident, to ensure that 
they are functioning in the way they should without any interference or compromising remnants from 
the incident. Not only does this step make sure that the assets themselves are intact and reliable, but it 
likewise ensures data precision, consistency, and trustworthiness. 

For instance, consider a bank that has experienced an IT outage. The restoration process would include 
measures to ensure all customer account information accurately reflects balances and activity prior to 
the outage. This may involve data recovery efforts, secure backup usage, and system testing. Each 
account should be validated individually and collectively to ensure the restored data's integrity as a 
whole. 

Next, the restoration of systems and services is undertaken. This involves reinstalling and 
reconfiguring software, re-establishing network connections, and adjusting security systems to ensure 
all services can work smoothly. For example, if an e-commerce website suffered a server crash, the 
recovery team would not only need to restore the website but also the backend inventory 
management, payment processing systems, and customer support functions - every element of 
operations that allow customers to browse, select, pay for, and obtain support for purchases. 

In the final stage, the organization must confirm normal operating status. This means going beyond 
just "turning things back on" - it involves rigorous stress testing, monitoring, and auditing to ensure 
that all systems are running at full capacity, meeting their performance benchmarks, and providing 
the functionalities needed for the organization to run smoothly. 

To return to our bank outage example, confirming operating status could mean running a full sweep 
of functionalities - from ensuring that customers can access and navigate their online banking, 
perform transactions without issues, mobile functionalities are seamless, and even physical ATMs are 
functioning correctly. It confirms every stitch in the fabric of operations is back to normal before 
declaring the recovery operation complete. 



The criteria for determining the end of incident recovery are applied, and incident-related 
documentation is completed 
Developing a comprehensive cybersecurity incident recovery plan is an essential component of any 
organization's overall cybersecurity strategy. When a cybersecurity incident occurs, the recovery plan 
guides the organization in restoring normal operations, minimizing the impact of the incident, and 
preventing the incident's recurrence. An efficiently executed recovery plan can reduce damage, 
remediate vulnerabilities, and potentially save millions in recovery costs. 

Steps in Incident Recovery Plan Execution 

1. Isolation and Triage: The first steps in the recovery process are to isolate the affected systems to 
prevent any further spread of the damage and also establish the extent of the attack. Areas of intrusion 
and harmful activities are mapped. This can involve offline or defensive scans, checking logs, interview 
measures, and sometimes advanced forensics. 

2. Analysis and Identification: Once the situation is stabilized, it's crucial to understand the 
nature, origin, and extent of the incident. This requires detailed analysis and diagnostic procedures. A 
myriad of tools, ranging from log analysis tools and vulnerability scanners to forensic utilities, are used 
to identify the intruder, the methods used, backdoors installed, data stolen or damaged, and the 
severity of the incident. 

3. Elimination and Remediation: Post the analysis, the active threats are eliminated through 
processes like patching exploited vulnerabilities, removing any malicious software, closing any 
unauthorized access points, and changing compromised accounts' credentials. Significant effort is put 
into ensuring that these remediation actions do not inadvertently destroy evidence that may be useful 
in pursuing legal action against the attackers. 

4. Restoration: Restoration involves bringing the affected systems back to their normal operations. 
This may require cleaning the systems, restoring data and services from backups, or completely 
rebuilding systems in extreme cases. A careful, methodical process is necessary, or there may be a risk 
of hidden malware remaining in the system or attack vectors left wide open. 



5. Validation and Confirmation: Once the systems are restored, rigorous testing must occur to 
ensure they operate as they are intended and that the security measures in place are effective. This 
validation ensures that no residual risks or vulnerabilities persist and confirms that the systems are 
secure for normal operations. 

6. Documentation and Reporting: Throughout the recovery execution, actions, findings, decisions, 
and results should be documented in an incident report. This should detail the incident's specifics, the 
steps taken to recover, the entities involved, decision-making processes, and the incident's overall 
impact on the organization. 

7. Post-Incident Analysis: After recovery, the organization should conduct a post-mortem analysis 
to evaluate the effectiveness of their response and recovery procedures. This review enables lessons to 
be learned, highlights opportunities to enhance security measures, and modifies the incident recovery 
plan if needed. 

8. Training and Awareness: Findings from the post-incident analysis are then communicated 
throughout the organization, and necessary training is provided to deal with similar situations in the 
future more effectively. 

9. Continual Improvement: Cyber-threats continually evolve, and so must the recovery plan. 
Regular reviews and updates to the plan, in light of new threats, technologies, and business processes, 
are important to maintain a strong defense. 

INCIDENT RECOVER 
COMMUNICATION 

Incident Recovery Communication (RC.CO): Restoration activities are coordinated with internal and 
external parties. 



Recovery activities and progress in restoring operational 
capabilities are communicated to designated internal and 
external stakeholders 
Incident recovery communication is a crucial aspect of business continuity strategies, enabling 
organizations to adequately respond to and recover from incidents that disrupt normal operations. A 
vital part of this process involves efficient communication of recovery activities and progress to 
targeted stakeholder groups, which include internal stakeholders, like employees and management, 
and external stakeholders, such as clients, customers, suppliers, partners, shareholders and regulators. 

For example, suppose a multinational company experienced a large-scale cyberattack, resulting in 
system downtime and loss of sensitive data. This breach has immediate implications on the firm's 
operations, which require systematic recovery activities. As the incident recovery procedures 
commence, it is generally the responsibility of the company's incident response team or designated 
spokesperson to communicate the current situation and progress to all impacted parties in time. 

During the early stages of incident recovery, the preferred approach is often to communicate to 
internal stakeholders first, primarily because they are instrumental in managing the recovery progress 
and can contribute to the restoration of operational capabilities. For example, the system 
administrators would need to know the specifics of the breach and what parts of the network are most 
affected. This would enable them to work out contingencies, such as alternative data routes, to 
maintain some operational continuity. 

Next, department managers would need to be briefed to understand how their specific operations 
could be impacted. They could then establish backup plans or workarounds, such as shifting to manual 
processing or even outsourcing certain functions temporarily. A detailed progress report could be 
communicated to these managers daily, or even hourly, depending on the severity of the incident. 

Once the company has a clear understanding of the incident's impact and has developed an 
appropriate response strategy, there's a need to communicate recovery activities to external 
stakeholders. Using our cyberattack example, customers who rely on the company's systems might be 
kept informed through website announcements, emails or text messages, detailing the extent of the 
downtime and expected recovery times. For instance, the organization could inform its clients saying, 



"At this moment, our system recovery procedure is underway, and we anticipate 70% operational 
capability will resume within the next 48 hours." 

Regulators might need to be informed about any data breaches as per compliance laws, often 
requiring detailed reports of the incident, measures taken to mitigate risks, and plans for future 
prevention. Similarly, suppliers and partners may need reassurances that the organization remains 
reliable, hence the provision of updates regarding restoration progress and any alternate 
arrangements made. 

Shareholders, on the other hand, would be concerned about financial impacts and business continuity. 
Therefore, regular communication through official releases or direct communication channels 
ensuring them about the steps taken for recovery and the overall progress would be beneficial. 

Public updates on incident recovery are properly shared 
using approved methods and messaging 
Incident recovery communication is an essential part of disaster recovery planning, ensuring that 
stakeholders receive timely and accurate updates on the status of incident recovery. Effective use of 
approved methods and messaging enhances transparency, fosters trust, and ensures business 
continuity. 

For instance, when a cybersecurity breach occurs in a company, the incident recovery process starts by 
identifying the issue, containing the threat and recovery from the impact. Throughout this process, it is 
necessary to post public updates on the incident's status to keep all relevant parties informed. 

The approved methods of communication could be company-wide emails, social media updates, push 
notifications, statements on the company website, or even press releases for larger incidents. To 
ensure consistency, each of these communication channels needs a dedicated strategy. For example, a 
company might use emails for internal communication with employees, management, and board 
members, while social media or site updates can be used for clients and the public. 

It's also essential to use pre-approved messaging during incident recovery communication to 
maintain control over the narrative, minimizing misinformation and panic. When a data breach occurs, 



a pre-designed template for e-mails might provide an efficient way to respond promptly and 
consistently to all impacted parties. 

A concrete example of this may look like an email that outlines what happened, steps taken for 
recovery, and how this will affect the stakeholders. So, if a company suffers a data breach, the email 
should first explain the incident (without going into overly technical details) and assure recipients that 
steps have been taken to mitigate the damage. The communication should then explain what recovery 
actions are being taken, such as bringing in cybersecurity experts. Finally, any potential impact such as 
data loss or temporary unavailability of services should be clearly stated. 

To build public trust, all updates should follow the approved messaging in a transparent and timely 
manner. For example, the management at Target were straightforward with their communication 
following the 2013 data breach that affected millions of their customers. Regular incident updates 
were posted on their website, recognizing the issue, and showing how the company was working with 
law enforcement and financial institutions to address the consequences of the breach. 

Incident recovery communication in the context of cybersecurity refers to a strategic, organized, and 
systematic effort to communicate all information related to a cyberattack or cybersecurity incident, its 
repercussions, and recovery mechanisms. It is an integral part of the incident recovery process, 
cementing trust amidst stakeholders, preserving business image, maintaining business continuity, 
and initiating necessary corrections to prevent future breaches. 

Importance and Goals 

The purpose of incident recovery communication is not just to inform about the attack but also to 
manage the crisis, restore normal operations, and prevent further damages. Foremost, it aims at 
keeping all the stakeholders, including employees, clients/customers, vendors, shareholders, and 
authorities, in the loop about the situation. Secondly, it's about offering reassurance that measures are 
being taken to mitigate the crisis and prevent future occurrences. 

Furthermore, effective communication helps to sensitise the internal stakeholders, such as employees 
about the breach, its potential impacts, and what they should do to avoid falling into security pitfalls. 
Such a process is critical in fostering an organizational culture that values cybersecurity. 



Process involved in Incident Recovery Communication 

The process begins immediately after detecting and assessing the cyberattack or breach. Usually, it 
involves three phases: Immediate response communication, ongoing communication during 
recovery, and post-recovery communication. 

1. Immediate Response Communication: The primary goal here is to inform about the incident 
and calm those who might be affected. This communication is usually done through email alerts, 
messages, or organizational bulletins. Parameters like the nature of the attack, potentially affected 
systems, initial safety measures in response, and plans for further assessment should be 
communicated to the internal stakeholders without creating panic. 

2. Ongoing Communication during Recovery: This phase involves updating stakeholders about 
the ongoing recovery efforts. These updates might include the scope of the attack, affected and 
recovered operations, measures taken to mitigate the crisis, and expected recovery time. Status reports 
are often compiled to provide these updates systematically. 

3. Post-Recovery Communication: Once the immediate threat has been mitigated, and operations 
have returned to normalcy, comprehensive debriefs should be undertaken. It involves sharing in-
depth analysis reports of the incident, including the root cause, the steps taken to recover, lessons 
learned, and the strategies planned for defense reinforcement. 

Key Elements 
While drafting incident recovery communication, it should be ensured that the message is clear, 
concise, and transparent. It should not create undue panic among the stakeholders. Also, technical 
jargons should be kept minimum, especially while engaging with non-technical stakeholders to 
ensure that the message communicates the right information without leaving any scope for 
misinterpretation. 

Communication Channels  



Regarding communication channels, it's essential to leverage all available channels, including 
internal emails, push notifications, intranet posts, press releases, social media posts, and direct 
communication to send out frequent updates depending on the severity of the breach. 
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